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Abstract

Silva, Lincoln David Nery e; Endler, Markus. A Scalable
Middleware for Structured Data Provision and Dissemination
in Distributed Mobile Systems. Rio de Janeiro, 2014. 109p. DSc
Thesis - Departamento de Informatica, Pontificia Universidade

Catodlica do Rio de Janeiro.

Applications such as vehicle fleet monitoring and logistic systems,
emergency response coordination, environmental monitoring or mobile
workforce management, employ mobile networks as means of
communication, information sharing and coordination among a possibly
very large set of mobile nodes interconnected by a Wide Area Network
(WAN). The majority of those systems thus requires real-time tracking of
the mobile nodes context information, interaction with all participant
nodes, as well as means of adaptability in a very dynamic scenario,
where it is not possible to predict when, where and for how long the
nodes will remain connected. Despite being a subject of much research,
current solutions still lack essential features required for communication
with mobile nodes, such as reliable message delivery, handover support,
resilience to intermittent connectivity, IP address changes and firewall
transversal. This thesis proposes a data management model that enables
deployment of a network of Data Provider components with reliable and
on-time dissemination and transformation of information among
thousands of mobile nodes interconnected through wireless internet.
Performance tests indicate that our model scales to thousands of mobile
nodes and supports reliable, high throughput and on-time data
dissemination between several thousands of mobile Data Providers and
Data Consumers.

Keywords
mobile computing, context-awareness, communication

middleware, context information dissemination
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Resumo
Silva, Lincoln David Nery e; Endler, Markus. Um middleware
escalavel para provisaio e disseminacido de dados
estruturados em sistemas distribuidos méveis. Rio de Janeiro,
2014. 109p. Tese de Doutorado - Departamento de Informatica,

Pontificia Universidade Catdlica do Rio de Janeiro.

Aplicagdes para o monitoramento de frotas de veiculos e sistemas
de logistica, coordenacdo em situagdes de emergéncia, monitoramento
ambiental ou de gestdo de forga de trabalho mdével podem usar redes
moveis como meio de comunicagdo, troca de informacgdes e de
coordenagao entre um numero possivelmente grande de nds modveis
interligados por uma rede WAN. A maioria desses sistemas requer o
monitoramento em tempo real das informacdes de contexto dos nos
moveis, interagdo com todos os nos participantes, bem como meios de
adaptagdo num cenario muito dindmico, onde nao €& possivel prever
guando, onde e por quanto tempo os nds permanecerao conectados. As
solugbes atuais ainda ndo tém recursos essenciais necessarios para a
comunicagdo com o0s nos moveis, tais como a entrega confiavel de
mensagens, suporte a handover, resisténcia a conectividade
intermitente, mudangas de enderecgo IP e firewall transversal. Esta tese
propde um modelo de gestdo de dados que permite a implantagcéo de
uma rede de componentes de provedores de dados com disseminacgao e
transformacao rapida e confidvel de informagbes entre milhares de nos
moveis interligados através de internet sem fio. Os testes de
desempenho indicam que o nosso modelo consegue escalar para
milhares de nés moveis e suporta disseminagao confiavel, rapida e com
alta taxa de transferéncia da informacgao entre milhares de provedores de

contexto e consumidores de contexto moveis.

Keywords

Computagao Movel; Ciéncia do Contexto; Middleware para
Comunicagao; Difusdo de Informagéo de Contexto;
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1
Introduction

Advances in mobile communication, GPS positioning and sensor
technology networks are some of the driving forces that push computing to
mobile-networked systems, enabling new services and applications. Many
current distributed applications such as transportation and logistics, emergency
response, environmental monitoring, homeland security or mobile workforce
management, employ mobile networks as means of enabling communication,
collaboration and coordination among the mobile nodes — which might be people,
vehicles or autonomous mobile robots [8]. With the rapid increase of embedded
mobile devices many of such applications are faced with the challenge to support
several thousands of nodes, enabling both real-time tracking of their
context/location information, and also efficient means of interaction among the
mobile nodes [9], allowing the dissemination of wide interest information (e.g.,
emergency and traffic alerts, weather conditions, etc.) and direct communication
between two nodes or a sub-set of all nodes for private communication (e.g., text
messages). Moreover, in many of the systems the set of mobile nodes connected
to the network can vary constantly, as nodes may join and leave the system at
any time, either due to application-specific circumstances or because of
intermittent wireless connectivity. Such large-scale mobile applications thus
require a scalable communication infrastructure that supports reliable and on-
time data dissemination among large sets of mobile nodes/devices. For example,
in emergency response applications, emergency situations must be rapidly
detected and members of the rescue team be quickly informed about its
occurrence, as well as the actions that should be taken to lessen any possible
effect. Moreover, the system must have monitoring and dynamic adaptation
capabilities that enable automatic adjustment of the infrastructure services to the
very dynamic data communication load caused by the mobile nodes. To ease the
development of such applications, it is essential to use a middleware that
provides some data management services, which will eliminate from the
application developer most of the burden code related to data acquisition,

transformation and dissemination.
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It is important to note that despite their recent evolution, mobile devices still
have stringent resource limitations when compared to stationary nodes, notably,
limitations of energy supply (i.e., battery) and network reliability. So, middleware
for distributed mobile applications may have additional mechanisms to handle
those limitations.

Middleware to support communication in distributed mobile applications are
well known and are being explored by research projects for many years [1, 2, 3,
4]. Using such systems it is possible for the participant communicating nodes to
share data among them with some guaranties like fast, reliable and/or secure
dissemination.

A specific type of data the nodes may share is their context information,
which may be any information representing the actual context of the device
running the application (e.g., CPU usage, free memory status, network speed,
geographical location, or other sensor data), of the user that owns the device (its
gender, age, profile or preferences) or the environment where the device is
located (such as the environmental temperature, pressure, noise level, time,
nearby nodes, etc.). The applications that share this type of information are
known as Context Aware Application [5] and they usually use those data to adapt
its behavior according to the current context of the user device at the time of its
execution. For example, an application (Figure 1) could use the user food
preferences, combined with the user’s location, date, time of the day and weather
conditions to suggest nearby restaurants for lunch. This application can also
check for reviews posted by others users to make a choice, using previously
shared information. There are many examples and scenarios exploring context-

aware applications [6, 7].

_|__current context |

J

Figure 1 — Context-aware mobile application example.
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11.
Motivation and Scenario

A common characteristics of the distributed applications considered in our
work is the fact that the mobile nodes periodically produce some data about their
state and/or their surrounding environment (i.e., its context), as for example, their
position, speed or ambient temperature and disseminate this data so that it can
be processed or visualized by other nodes — both stationary or mobile ones. We
also assume that each mobile node has some wireless network interface that is
capable of running the IP protocol, which in fact, is the case for most current
wireless and mobile networks. Examples of such applications include on-line
driver assistance, fleet monitoring and management, remote car monitoring
services, or police task force command and control systems. In several of such
applications the mobile nodes may also receive commands/instructions from
remote nodes (e.g., a Control Center or even other mobile nodes) that influence
its operations state or its future mobility pattern. For all these applications, the
main requirement is that, as long as the mobile node has some connectivity, data
and messages produced by it must be reliably transferred and disseminated on-
time to all interested nodes, i.e., with minimum possible delay1.

In our work, most mobile nodes we are considering are connected vehicles.
However, note that connected vehicles are a vast field of research, with a number
of technologies associated with it [10, 11, 12, 13]. Nevertheless, in our work we
assume a connected vehicle is any vehicle that carries a connected mobile
device, which may be a smartphone, tablet or any embedded device. Many are
the benefits a vehicle can leverage while connected. For example, if vehicles are
periodically sharing their location, they can infer traffic conditions and choose

better routes to avoid traffic.

-
o context information

[ | ®

networks

actions/alerts/messages | Operations Center |

=D O

Figure 2 — Scenario illustration picture.

1 This minimum delay, in fact, is largely determined by the latency of the wireless connection.
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Our scenario is defined by a concrete Mobile Vehicle Tracking and
Management system to be used by a major Brazilian gas distribution company,
which operates throughout the entire country. Through this system (please see
Figure 2), the company's Operations Center application should be able to track
the trajectories of its trucks in real-time, in order to optimize the trucks' itineraries,
to detect and notify drivers about obstructions or traffic jams on roads, to predict
and minimize delays, detect and notify truck drivers about bad weather
conditions, and to monitor individual driving behavior (e.g., elapsed time on both
planned and involuntary stops, detours, high-speed driving, frequent acceleration
and de-acceleration, and others). In order to monitor a single driver’s driving
behavior the application just needs that single truck’s context information data.
However, to detect traffic jams or weather-related driving conditions (e.g.,
slippery roads, fog, etc.), the context information data from various trucks (and
even from roadside sensors) must be combined and analyzed to infer such
higher-level information — e.g., the location variation in time of trucks on a road
could be processed to calculate its speed, which can indicate a traffic jam if that
velocity is below a defined threshold. Furthermore, all the data must be quickly
processed and combined with other information data corresponding to the same
period of time to avoid inference of wrong information (e.g., using old speed
information detecting an inexistent traffic jam). Moreover, the application must
also support communication with drivers — to send them instructions or alerts —
both individually and to subgroups of drivers. These groups of mobile nodes (i.e.,
the trucks) are typically determined by the geographic region in which the nodes
are currently located, or by any other context-based criteria. For communication
with the drivers/vehicles, the company will use several cellular operators, since in
each region of the country there are significant differences of connectivity quality
and coverage among the operators, especially in remote areas. Thus, it is
expected that the mobile nodes may obtain several IP addresses along their
journeys, may experience temporary data link disconnections, and that the links
have to cross the cellular operator-specific firewalls.

The company’s current fleet has almost 10,000 trucks and this number
grows every year. Additionally, there are other third-party transport companies
that serve the gas company, and whose trucks it must monitor and manage as
well, which increases the total number of trucks to be managed by the application
by almost 90,000 trucks. In spite of such large numbers, the system must enable
real-time monitoring (i.e., on-time dissemination of context information data), fast

and reliable detection of abnormal situations, as well as scalable communication
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services. This implies that no context information or application message should
be missed, i.e., communication should also be reliable.

So, the described scenario presents the problem of how to perform a
reliable and scalable on-time dissemination of data among thousands of
producers and/or consumers mobile nodes, distributed across several networks
(including wireless networks), with no guarantee of availability of their
connectivity.

1.2.
Contributions

Much research has been done in communication middleware for large-
scale applications, but only few support large-scale mobile networks with QoS
guarantees for the mobile communications and data dissemination, in particular
reliable and low latency message delivery over the wireless connections.

In this thesis we will present some existing communication middleware and
models for large-scale applications supporting mobile nodes. We will then
propose a new model capable of reliable and on-time dissemination data for
mobile applications, even in environments with limited wireless network
capabilities — this is our hypothesis. Our data management model will be
implemented as a middleware and be evaluated with respect to its scalability and
communication reliability features. Then, the main contributions of this thesis are
the following:

1. Describe the features and implementation of a Mobile Reliable UDP
protocol for mobile nodes which transparently handles short-lived
temporary mobile node disconnections and ensures reliable packet
delivery across these intermittent disconnections;

2. We present a communication middleware model and
implementation, give evidence of its scalability, and show how it
supports efficient and reliable unicast, groupcast and broadcast
message delivery to mobile nodes in spite of IP address changes,
temporary disconnections, and Firewall/NAT traversal by using our
MR-UDP protocol.

The thesis is organized as follows: after the introduction in this chapter, in
Chapter 2 we will present state-of-art systems for large-scale mobile
communication. In Chapter 3 we present and discuss related work and their
applicability for our proposed model. Our proposed model is specified in Chapter

4. In Chapter 5 we describe the implementation of our model in details and
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present proof-of-concept application and several performance tests and
evaluation in Chapter 6. Finally, in Chapter 7 we present our conclusion remarks

and points to future works.
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2
State of Art on Large-Scale Mobile Communication

A lot of research already has been done for large-scale communication on
distributed mobile applications. As pointed in [14] the Internet has considerably
changed the scale of distributed systems, which now may involve thousands of
entities widely distributed all over the world. Such distributed systems are
intrinsically heterogeneous in many aspects. Usually, nodes are running on
different devices, running different operating systems, different software versions,
connected to different networks, static or mobile, and must seamlessly be
integrated in the communication network despite any specific characteristic or
limitation. To cope with such large-scale communication in a heterogeneous
environment we need systems that provide mechanisms well adapted to this
situation.

21.
Publish-Subscribe Systems

It is widely agreed that Publish-Subscribe systems are well suited to be
used in systems that deal with the sharing of data among mobile nodes. Due to
its loosely coupling, it is well tailored to communication in large-scale distributed

applications [14].

sub(t1)
publisher subscriber

Tpub(tt, o) __notiet) —

publish-subscribe
service

publisher subscriber
sub

Figure 3 — Publish-Subscribe communication paradigm.

A publish-subscribe system is characterized by the asynchronous
exchange of messages (events) between distributed nodes — which may be

mobile nodes. The main mechanics of a Publish-Subscribe system is depicted in
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Figure 3. With the help of a middleware service, consumer nodes (commonly
called subscribers) indicate their interest in some kind of information type through
a subscription, where usually some filtering expression — or criteria — is passed
as an argument of the subscription operation. A subscription may be undone by
an unsubscription. The nodes that produce data items (events) are called
publishers and the middleware service is responsible to deliver (notify) new
events to all the subscribers whose filtering expression (subscription criteria)
matches the attributes of the published data items.

This communication paradigm promotes the decoupling between publishers
and subscribers by the middleware service, which can be decomposed in three
main dimensions:

* Space decoupling: The publishers and subscribers do not need to
know and to reach each other. It is the middleware’s task to
guarantee that publications matching subscriptions reach the
interested subscribers. So, publishers do not need to know which
subscribers are receiving its events, and vice-versa. This means
that no node needs to hold any reference or direct connection to
any other node, which is a good feature when dealing with a large
and dynamic set of nodes.

* Time decoupling: The parts involved in the communication do not
need to be active at the same time to communicate. The
subscribers may be temporally disconnected and after reconnection
should receive all pending notifications. At the same time, when a
notification reaches its destinations, the actual publisher of the
events may be disconnected itself. Thus, time decoupling supports
asynchronous communication, which is very suitable in mobile
environments, where the communicating nodes may join and leave
the network at unpredictable moments.

* Synchronization decoupling: The interaction between parts is
asynchronous and does not need to be instantaneous. After a
publication, the publisher continues its execution and the publish-
subscribe system will notify all the corresponding subscribers when
possible. Similarly, the consumption of the data item by the
subscriber may occur asynchronously, by receiving a notification
while executing any parallel activity. This is interesting in a large-
scale communication because it separates the communication

process from the normal application execution itself, so the
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communication process does not interfere on the actual application
workflow.

This decoupling between the production and consumption of the
information also helps to increase the scalability, since the parts are only
responsible for the publications and subscriptions, leaving all the hard work of
matching the published data items with the subscription criteria (filtering
expressions) to the middleware.

A Publish-Subscribe system can be classified in three categories. Each one
presents some differences in regard to the supported subscription (and
notifications), but all follow the general idea of decoupled communication
explained so far [14].

In a Topic-Based publish-subscribe the subscriptions are made by
designating a topic which the subscriber is interested in receive notifications.
Usually the topic is represented by a keyword. When a publication is made to the
same topic, all subscribers are notified. For example, a subscriber indicates its
interest in the topic “photos” and once a new photo is published on this topic, the
middleware will deliver it to all subscribes. In practical terms, a fopic-based boils
down to creating a specific tagged communication channel for every keyword
(i.e., topic).

Content-Based Publish/Subscribe systems do not matches its publishers
and subscribers by a tag on the data, but by some properties of that data. For
example, a subscriber may only be interested in photos of wild animals. The use
of a language for expressing the subscription (or filtering) criteria is essential in
this kind of communication, so that at subscription one can express what
information is needed. The matching is not as trivial as in the topic-based variant,
and the more powerful the language is, more computational expensive will it be to
check for the matching subscriptions at every publication. While in the topic-
based variant all publications in the same topic cause notifications to be
delivered, in the content-based case, every publication must be checked against
every subscription expression.

Yet another variant is the Type-Based Publish/Subscribe, which extends
the topic-based scheme by defining the type of publication that is desired. For
example, the photos topics may involve many picture formats (e.g., jpg, png and
others), but some subscriber may have only the rendering capability for just the
jpg type, and so this type will be informed on the subscription.

Because of it's decoupled nature, the publish-subscribe communication is

well suited for mobile communication. Using mobile nodes as publishers and
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subscribers, all the computational expensive and resources consuming
communication and subscription matching process will be done by the publish-
subscribe middleware’s infrastructure, which typically runs on servers in a cloud,
a cluster or a private backbone network. The mobile nodes will only use their
resources when there is need to publish a data item or when a notification is
received. As already mentioned, they do not even need to be always active (or
connected) to have its publications disseminated or notifications received, since
the middleware will intermediate all communication asynchronously.

Usually, the publishers produce new events with some interval between
publications, i.e., their basic behavior (and most middleware implementations)
does not focus a constant flow of events, which is the case of the dissemination
of context information for our proposed model in the previous chapter. However,
some research already identified this need and proposed some solutions [14, 15,
16].

However, despite the huge number of research and available
implementations, not all publish-subscribe systems are specifically tailored to
mobile communications and mobile networks. Some systems may offer some
Quality of Service (QoS) guarantees, but, in most cases, these guarantees are
given only for the interaction among stationary nodes interconnected through a
reliable and high-performance wired network infrastructure [17, 18, 19].

2.2,
DDS Systems

Much research has been done in publish-subscribe, but only few support
large-scale mobile networks and at the same time offer some QoS guarantees for
the mobile communications, specially reliability and low latency message
delivery. On the other hand, OMG’s Data Distribution Service for Real-time
Systems (DDS) standard [20] offers high performance communication
capabilities, and is currently used for several real-world distributed mission-critical
applications.

DDS specifies a fully decentralized (peer-to-peer), scalable middleware
architecture for asynchronous, publish-subscribe-like data dissemination,
supporting several Quality of Service (QoS) policies, like best effort or reliable
communication, support for /ate joiners, data flow priorization, and several other
message delivery optimizations, etc. [21]). Unlike other publish-subscribe
systems, DDS provides explicit control over the communication properties and

most efficient use of the available network resources, through its QoS policies
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and fine-tuning of its underlying routing services (e.g., its QoS policies deadline,
latency budget or transport priority, etc.), that are critical for high performance
and almost real-time communications. Hence, since it combines the
asynchronous communication paradigm with efficient network usage and
guaranteed message delivery policies, DDS should be useful also for large-scale
mobile applications.

DDS specifies the Data-Centric Publish-Subscribe (DCPS) model, which
defines standard interfaces that enable applications running of heterogeneous
platforms to read/write data from/to a shared global data space. The DCPS
model is the core of a DDS system. Applications willing to publish some data
should declare its intent in that global data space, specifying the topics of interest
that are related to the data to be produced. Similarly, applications that want to
subscribe to some data, uses the same data space to declare their intent to
receive notification on specifics topics. The underlying DCPS middleware
propagates data samples written by publishing applications into the global data
space, where they are disseminated to subscribing applications [20]. The DCPS
model decouples the declaration of information access intent from the information
access itself [23], thereby enabling the DDS middleware to support and optimize

QoS-enabled communication.
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Figure 4 — Architecture of DDS. Source: [22]

As shown in Figure 4, a typical DCPS model is comprised of the following
entities that provide functionalities for a DDS application to publish/subscribe data

samples of a certain topic of interest [22].
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* Domain. A domain is a virtual data (and name) space that connects
publishing and subscribing nodes of applications. Only applications
within the same DDS domain can communicate. This helps to
isolate and optimize communication within a community that shares
common interests.

* Publisher/Subscriber and DataWriter/DataReader. A Publisher is
a factory that creates and manages a group of DataWriter entities
with similar QoS policies. A Subscriber is a factory that creates and
manages DataReader entities. DataWriter/DataReader entities are
the actual data objects required for application to publish/receive
data samples.

* Topic. A topic connects a DataWriter with a DataReader. Data flow
can happen only when the topic published by a DataWriter matches
the topic subscribed to by a DataReader. Communication via topics
is anonymous and transparent, i.e., publishers and subscribers
need not be concerned with how topics are created nor who is
writing/reading them since the DCPS middleware manages these
issues.

However, in spite of its advantages, DDS cannot be efficiently deployed
neither directly on mobile nodes nor in wide-scale wireless networks or WAN.
The main reasons are its extensive use of IP multicast in DDS domains, the lack
of proper mechanisms to handle intermittent connectivity and IP address
variability, and the problem that resource-limited (mobile) devices cannot function
well as DDS peers, since they must cache and route data for other peers.

During the development of our work, we have made some tests and
concluded that the main DDS implementations available (we mostly used
CoreDX2 and OpenSplice3) show very good high-performance topic-based
communication in a private and well-controlled and configured network [24]. The
support for communication between two LAN is precarious and promotes the lost
of some QoS guarantees, as pointed in [25]. CoreDX has one of the best mobile
implementation, however, the mobile node must be in the same LAN of the other
nodes. Consequently, DDS cannot be used in a large-scale mobile

communication scenario distributed over many mobile networks.

2 http:/ /www.twinoakscomputing.com/coredx

3 http:/ /www.prismtech.com/opensplice
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For our scenario, we envision a communication middleware that could
provide the best of publish-subscribe and DDS systems for the communication of
mobile nodes. We would like the decoupling nature of publish-subscribe with the
QoS guarantees of the DDS to work with thousands of mobile nodes distributed
over many mobile networks presenting intermittent connectivity.

2.3.
Context Management

Context is "any information that can be used to characterize the situation of

an entity (person, place, physical or computational object) that is considered
relevant to the interaction between the entity and application." [1] The context
information is primarily used to adapt a context-aware application’s behavior
according to the actual situation at the moment of its execution. For example, a
personal meal assistance application could list food options from restaurants
nearby the device running the application, taking into account the time of the day
(i.e., food appropriate for breakfast, snacks, lunch or dinner), the user
preferences (which can be configured by the user or learned by the choices that
were made from previous suggestions) and quality ratings made by others users
of the application for each meal option. However, context-awareness is not used
only for adaptation. Sports tracking [26] and healthcare monitors are example of
applications that monitor the user’s context (e.g., his/her state of activity and well
being) but may not have adaptable behavior.
The scenario presented in Chapter 1 has shown that the trucks and the Control
Center might exchange any type of structured data, including application-specific
and as well as context information (e.g., trucks’ location, speed, fuel level, etc).
Since in mobile systems the communication (and processing) of structured data
carrying context information has specific performance requirements on the
dissemination and processing infrastructure, it is important do look at the required
features of such systems and propose an embracing solution.

In order to implement a context-aware application it is the programmer’s
responsibility to integrate the application’s main logic with the code to probe the
local sensor and read raw data, functions to interpret the this raw data to extract
useful information (e.g., detect some pattern in the sequence of probes), perhaps
combine the data from multiple sensors to infer higher-level information and
implement the application behavior switch according to any expected context the
application may meet while executing. Moreover, if the sensor is available in

another connected remote device, then network communication code should also
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be coded. In many context-aware applications all this code is still interweaved
with the business logic of the application itself, which is not desirable in terms of
Software Engineering practice that recommends modular programming and
separation of concerns. The increased availability of sensor-rich mobile devices
(e.g., smartphones with embedded sensors, and many sorts of networked
sensors deployed in the environment, etc.) has as consequence a high
heterogeneity of sensor types and devices, which in turn can make the
implementation of context-aware applications an even more challenging task. For
example, two different smartphones models (even of the same make) may have
different GPS sensors and different APIs to probe the same context information,
depending on which version of the operating system is installed.
Recurrent requirements for context-aware application are identified in [27]:

* Handle heterogeneity by dealing with different sources of context,
e.g., sensors, Web Services, nearby devices, user, etc.;

* Specify the relation and dependencies between different types of
context information and how they depend on each other;

* Handle the sensor data imprecisions and model the confidence
level of context sources;

* Support some reasoning on context information or events, for
detecting specific situations or to infer higher-level context
information;

* A formal notation to describe all relevant context information, so as
to facilitate the integration between applications and sensors;

* Provide efficient context information provisioning, making the
information easily available to the applications.

Therefore, to implement a large-scale context aware system that supports
the dissemination of context information from/to thousands of mobiles nodes is a
demanding challenge (see next section). Knappmeyer et al. [28] summarized the
above requirements for such systems in two essential parts:

* The Context Management subsystem, responsible for the context
acquisition and dissemination; and

* Context Modeling, concerned with manipulation, representation,
recognizing and reasoning about context and situations.

Thus, the use of a middleware that provides context management services
makes the implementation of context-aware application much simpler by letting

the programmer focus only on the application-specific code [29]. Such
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middleware usually provides abstractions and mechanisms for the acquisition of
context from sensors, transformation of context data and the dissemination of
produced context to all interested nodes, as we will show in the next chapter.

2.31
Context Data Dissemination

As defined in [30], context data dissemination (or distribution) is the task of
delivering any relevant context data about the environment of one mobile node to
all interested entities of a distributed context-aware application. Context data
distribution is a critical function of most context aware systems. On the one hand,
context data has to be delivered timely to let systems promptly adapt to the
current context. On the other hand, the middleware should transparently manage
and route large amounts of context data sensed by the mobile nodes through the
system, while ensuring on-time delivery of these data to the interested parties.
And this has to happen in spite of intermittent connectivity and non-negligible
communication latency of wireless connections, thus hindering both system
scalability and reliability. The importance of context data dissemination has been
shown by several research projects and emphasized by several surveys about

middleware for context-aware systems [31, 32, 33, 34, 35].
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3
Related Work

In this chapter we discuss related works that address the problem of large-
scale dissemination of data/context information for mobile nodes. We first define
the main features required for achieving data dissemination in large-scale mobile
systems, such as in the terms of the presented scenario. After the individual
description and evaluation of the works we then present a comparison table
based on the specified features. We focused on related work presenting solution
for context information dissemination because most of the data that is shared in
our scenario are context information. Moreover, those systems is more likely to
present a more embracing approach and concerns with mobile communication,
as will be detailed in the following sections.

3.1.
Desired Features

The scenario presented in the first chapter brings some
features/requirements that should be addressed in the models and middleware
systems intended for large-scale data context dissemination to/from mobile
nodes. We will separate these features in network-related, on one hand, and in
mobile device- and connection-related, on the other hand.

The network infrastructure that enables communication among mobile
nodes may be constituted either by fixed infrastructure-based service providers
(mobile operators or private networks) with a set of dedicated servers in a
backbone core network, or, else, by direct peer-to-peer links among the mobile
nodes and an ad-hoc routing algorithm. Due to the fast growth of the Mobile
Internet, in most cases a fixed infrastructure is used. It seems that the lack of
guaranties of mobile communications (e.g., unreliable and intermittent
connection) can only be well addressed by the use of fixed infrastructure
services. Moreover, the management of a peer-to-peer network of thousands of
mobile nodes can be very cumbersome or even impossible. In fact, most large-
scale mobile applications require a middleware that provides network

communication services with the following features:
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Reliable communication, meaning that all the data generated
should reach all interested active (i.e., currently connected) nodes.
However, data generated while a node was not active can be
missed, since some information lapses, as will be detailed in the
following;

On-time dissemination of context information. For much context-
aware applications it is required that the information received is
accurate, meaning that adaptation should be done on the basis of
the freshest context information, as in many cases, information
representing a outdated context are useless [30]. Therefore, all
publications of context information should reach interested nodes
with the minimum possible delay, i.e., a time close to the common
delay noticed when using the actual network technologic being
used; and

Scalability (in terms of the number of mobile nodes): the overall
network performance should not be significantly affected when the
number of nodes increases — at least the performance should not
be affected in the same proportion. Additionally, the increase in the
number of nodes should be compensated by the provisioning of
additional resources on the network infrastructure, which should

maintain the overall performance similar;

To effectively provide the above features to mobile nodes, the intrinsically

characteristics of such devices and its connectivity should be directly addressed.

Despite their recent evolution, mobile devices still have stringent resource

limitations when compared to fixed nodes, notably, limitations of energy supply

(battery) and network reliability. So, it is expected that models and middleware for

distributed mobile applications may have additional features to compensate those

limitations. We list some of them below:

Support for dynamic connectivity configuration, meaning that
the system should be prepared for unpredictable connectivity status
of the mobile nodes, that could join and/or leave (for good) the
network at any time and with no warnings;

Support for intermittent connectivity, which means that
temporary (short-term) disconnections should be transparent to the
applications. It is desirable that the system is capable of hiding such
short-lived disconnections from the applications that should be

notified only when the disconnection exceeds a certain time
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threshold. Moreover, any message sending that was dispatched
during the disconnected period should be properly delivered after a
new reconnection;

* |IP address change identification, especially when using mobile
networks, since every time the data link connection is broken and
reestablished the cellular provider assigns a new IP address. When
the node reconnects to the network, this should be detected and the
connection should be re-established, with any on-going
communication transparently resumed;

e Support for Firewall traversal — means that mobile nodes behind
firewalls, which is the case in most mobile networks, should be
reached for direct data communication at any time, even if they do
not have public IP addresses. It is a important requirement, since in
most mobile networks it is given private IP addresses to the mobile
devices.

3.2.
Discussion on Related Work

Several well-known research works have proposed models for context
management in mobile networks; some of them also provide middleware
implementations. In this thesis we focus on works that provide at least some of
the features described in the previous section and discuss their main strengths
and drawbacks [28, 36, 43, 44, 50].

Aiming in providing a global-scale infrastructure for context-awareness to
be shared simultaneously by many applications, Nexus [38] proposes the
integration of millions of context producing nodes (e.g., sensors) that produce an
arbitrary number of different kinds of context information and subscriber nodes.
The supported nodes are assumed to be heterogeneous, such as networked
sensors, mobile applications or static nodes. A federated network of servers that
are specialized to manage one type of context information each provides means
of scaling the system, in contrast to centralizes architectures. In Nexus, each
server is specially developed to handle the characteristics of this type of
information, such as location, temperature, map, etc. This specificity of the
servers makes the addition of new types of information not trivial, since it requires
a new server to be designed, implemented, deployed and its APIs distributed to
the application developers, before the context information can be used by the

applications. Moreover, context information is accessed through queries
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submitted to server handling the desired information, which makes the server
behave much like a database of context information. This characteristic puts into
question Nexus’ scalability, since a type of context information that entails a high
volume of produced data items and which may be consumed by many nodes
(e.g., geographic coordinates of thousands of nodes in a tracking application)
could make that server a centralized bottleneck and thus compromise the
system’s scalability. Also, this synchronous, query-reply-based communication
mode does not support any decoupling between the servers and the consumers
of context information. Asynchronous notifications about new bits of context
information were still “being designed”.

The flow of transformations starting from raw sensor data until it becomes
useful context information and reaches the application can be specified in XML,
which is the approach adopted by Solar [39, 40]. The middleware enables the
construction of what it calls a Context Fusion Network (CFN), a planetary network
composed of so-called planets, where each one is responsible to execute a
single transformation step over the data/information flow (i.e., filter, aggregation,
etc.), which is defined in XML. By this, Solar supports expansibility of context
processing and supposedly heterogeneity, since any platform can potentially
handle XML. After visiting several planets, context information becomes
accessible to consuming nodes through asynchronous communication. The
communications between planets are handled by Pastry [41], a peer-to-peer
scalable communication substrate based on Distributed Hash Table. The Solar
middleware also supports dynamic adaptation of the planetary network, which
can rearrange and deploy new planets to help maintain a well-balanced
distribution of processing load among planets and to reuse already deployed
planets for multiple transformation graphs. Mobile devices are handled by proxy-
planets in the Pastry network. They cache data sent to/from the mobile devices
when the device presents temporary disconnections or during a handover to
another proxy-planet, and deliver any non-acknowledged communication after
connectivity is re-established.

Mobile devices are also the main subjects of the work in [46, 47], which
presents a completely decentralized architecture composed of federated brokers
that communicate in peer-to-peer, asynchronous mode. This decentralized and
decoupled approach promotes scalability. A publish-subscribe API is provided to
the applications. The routing mechanism is quite complex, and requires routing
tables to be exchanged between and managed by the brokers. Such routing table

includes every subscription, including filters, which are evaluated once every
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publication is generated by both the producer and the brokers, reducing
performance and scalability. Mobility is handled by providing a mobile broker
deployed at the mobile device, which has essentially the same functions as the
brokers deployed in the fixed network, but are used exclusively by the mobile
applications. Intermittent connectivity is not directly handled by the system and an
error message is returned to the client application when a context producer tries
to publish information while the device is temporary disconnected, so it needs to
explicitly try again later. Furthermore, running a broker o a mobile device with all
its tasks, including subscription-filtering tests, should reduce the overall
performance and overload the mobile device’s resources.

LoCCAM [48] is a middleware for Android4 (hence, no platform
heterogeneity) that presents an architecture that implements a decoupling
between the component layers responsible to produce and consume context
information and the network communication. The middleware relies on already
established middleware solutions to build a concise framework: OSGi5 is used to
implement the ContextAquisitonComponents, which makes expansibility possible
since it allows the deployment of new components at runtime, and Linda [49] is
the network middleware, used for communication in both tuple-spaces and/or
publish/subscribe (decoupled) paradigms. The implementation does not use
much of the device resources. Despite targeting mobile devices, intermittent
connectivity is not addressed. Scalability is not mentioned, and seems to leave
this responsibility to Linda.

Apparently, so far there is only few research and development on DDS-
based middleware systems for mobile distributed applications in arbitrary wireless
networks. Most of DDS studies present comparisons between and benchmarks of
different DDS vendors’ implementations, such as [51, 52, 53], but none of them
mentions wireless networks or mobile DDS deployments. Among the few works
that focus on mobile