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Abstract

Silva, Luiz José Schirmer; Lopes, Hélio Côrtes Vieira (Advisor);
Barbosa, Simone Diniz Junqueira (Co-advisor). CrimeVis:An
Interactive Visualization System for Analyzing Criminal
Data in the State of Rio de Janeiro. Rio de Janeiro, 2016.
53p. MsC Thesis — Departamento de Informática, Pontifícia Uni-
versidade Católica do Rio de Janeiro.

This work presents the development of an interactive graphic visual-
ization system for analyzing criminal data in the State of Rio de Janeiro,
provided by the Public Safety Institute from the State of Rio de Janeiro
(ISP-RJ, Instituto de Segurança Pública). The system presents to the user
a set of integrated tools that support visualizing and analyzing statistical
data on crimes, which make it possible to infer relevant information regard-
ing government policies on public safety and their effects. The tools allow us
to visualize multidimensional data, spatiotemporal data, and multivariate
data in an integrated manner using brushing and linking techniques. The
work also presents a case study to evaluate the set of tools we developed.

Keywords
Coordinated views; Scientific visualization; Criminal data; Data cluster-

ing;
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Resumo

Silva, Luiz José Schirmer; Lopes, Hélio Côrtes Vieira (Orientador)
; Barbosa, Simone Diniz Junqueira (Co-orientadora). CrimeVis:
Um sistema interativo de visualização para análise de da-
dos criminais do estado do Rio de Janeiro. Rio de Janeiro,
2016. 53p. Dissertação de Mestrado — Departamento de Informá-
tica, Pontifícia Universidade Católica do Rio de Janeiro.

Este trabalho apresenta o desenvolvimento de um sistema gráfico e
interativo para análise de dados criminais do estado do Rio de Janeiro. O
objetivo é introduzir uma ferramenta de apoio à análise de dados estatís-
ticos fornecidos pelo Instituto de Segurança Pública do Estado do Rio de
Janeiro (ISP-RJ). Para o usuário é apresentado um conjunto de ferramentas
integradas para visualização e através desta análise é possível obter informa-
ções relevantes a respeito das políticas públicas de segurança. A ferramenta
desenvolvida permite analisar tanto dados multidimensionais, variando no
espaço (2D, 3D) e tempo; quanto dados multivariados, compreendendo n va-
riáveis, de maneira integrada através de técnicas de "brushing and linking".
Ao final ainda é apresentado um estudo de caso direcionado para avaliar o
conjunto de ferramentas apresentado.

Palavras–chave
Vistas coordenadas; Visualização científica; Dados criminais; Agrupa-

mento de dados;
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1
Introduction

As cities and their populations have grown, so has violence increased
in Brazil. In Rio de Janeiro, especially, we observe that the large social and
financial inequalities, as well as the regional distribution of the population
may influence criminal data. The number of crimes – especially the violent
ones – increases every year. Containing that increase and ensuring better
quality of life have become major concerns of the government and of public
safety institutions [4]. Defining efficient public policies is a challenge for any
government, and devising strategies for combating criminality directly affects
most of the vulnerable population.

Many areas within Rio de Janeiro are still controlled by criminals, in
communities whose population, in addition to living under the domain of drug
traffickers, is exposed to territorial disputes between different criminal groups
or to confrontations between the criminals and the police. Despite the gravity
of those confrontations, there is no systematic evidence of the short- and long-
term impacts of those confrontations on the people who live and work in the
affected areas [4].

This work focuses on the development of a visualization tool to support
the analysis of criminal data of Rio de Janeiro, to provide researchers with
an efficient means to analyze the possible hypothesis and the possible impact
of criminality in the state. The research and the system development have
an exploratory nature, with the goal to evaluate data provided by the state’s
Public Safety Institute (ISP-RJ, Instituto de Segurança Pública). In total,
we analyzed statistical data of 138 police districts over 12 years. The data
were built from criminal notifications (RO - Registros de Ocorrência recorded
in the civil police stations (DPs - Delegacias de Polícia), in addition to
complementary information from Military Police organs.

The statistics provided are based on the data where the criminal notifica-
tion was recorded; they include not only the type of crime, but also geographi-
cal information of where it occurred. This way, the recorded date becomes an
important variable for the consolidation of data and the production of official
statistics. In addition, the geographical distribution of the criminal occurrences

DBD
PUC-Rio - Certificação Digital Nº 1412719/CA



Introduction 12

is associated to the DP where the crime occurred, regardless of the DP where
it was notified. The data obtained from ISP-RJ were also analyzed together
with socioeconomic data collected and made available by IBGE, the Brazi-
lian Institute of Geography and Statistics [5]. Those data include schooling,
ethnicity, and average family income for the area corresponding to each DP.

Given the investigated context, it was necessary to develop a support
tool to make it possible to quickly analyze hypotheses and evaluate the go-
vernment safety policies. Thus, we developed CrimeVis to use georeferenced
and statistical data provided by ISP-RJ and IBGE. That system provides a
set of exploration tools, which allow the discovery of patterns and correlations
between the analyzed data sets. The application allows us to integrate visua-
lizations and use them synchronously. In addition, it allows the user to look
for patterns using different clustering and classification methods. The main
contributions of this work are:

1. The visualization of n-dimensional criminal data, making it possible
to contrast them with socioeconomic variables and relate them to the
distribution of the population of Rio de Janeiro.

2. The application of new forms of statistical data analysis for the studied
domain.

3. The implementation of a set of tools that allow the analysis of public
safety policies adopted during the investigated period of time, and the
relation of these data with the social and economic distribution of the
population.

This work is organized as follows. Section 2 presents some theoretical
background on our work. Section 3 presents detailed information regarding
the developed tool suite and the tool characteristics. Next, in Section 4 we
present the results of a user study conducted with people from a variety of
educational backgrounds. Finally, in Section 5 we discuss the importance of
those results from the users’ point of view and their impact on state public
safety policies. We also point to some opportunities for improvement, from a
computational standpoint.
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2
Theoretical Background

2.1
Criminal Statistics and Socioeconomic Variables

In Rio de Janeiro, police districts are distributed in 138 DPs throughout
the state. The state government, following a policy in favor for transparency
and access to the statistics of criminal data, makes those data publically
available through the website of the ISP-RJ [6]. Those data span a period
from 2003 to 2015. The crimes are counted as follows: for crimes against the
individual (i.e., homicides, lesions, and threats), they consider the number of
victims, whereas for crimes against property (i.e., robberies and thefts), they
consider the number of cases, regardless of the number of victims in each case.
The case of gun seizure constitutes an exception, for which the number of
weapons is counted. From those data we generate statistics according to the
population distribution.

Evaluating and quantifying the impact of violence on the state of Rio de
Janeiro present several challenges. First, understanding the problem is made
difficult because of the inconsistency and lack of relation between the different
types of data. Violence naturally varies very much both geographically and over
time. The exposition to violence is different when a person lives in a conflict
territory, at its surroundings, or at a five kilometer radius from its epicenter [4].
The official criminal data of Rio de Janeiro are aggregated by city regions: they
do not allow us to identify either the precise location of violence epicenters or
information about the population of each region. To circumvent this problem,
the data obtained can be contrasted with socioeconomic data related to the
region associated to each DP. Those data, obtained by the Brazilian 2010
census [5], include information on the population ethnicity and income, as well
as a classification of regions considered subnormal, which are regions lacking
essential public services and with buildings that were constructed irregularly.
In this way, not only we can analyze criminal data as indicators of public
safety policies, but also the visualization of the available socioeconomic data
and complementary information can suggest possible patterns and relations
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Theoretical Background 14

among the various data.

2.2
Statistical Data Visualization and Analysis

Regarding the analysis of criminal data, a major challenge is related to
data clustering. One of the key points is the possibility to discover patterns
and practical meanings for the user. The knowledge discovery process requires
direct dialogue with a specialist in making decisions based on the results [7],
in order to answer relevant questions. However, to help in that task, different
clustering algorithms can be used and evaluated. Algorithms such as k-means
[8] and k-medoids [9] can be used in an attempt to identify homogeneous groups
distributed in the observed source. In this process, the objects are grouped to
maximize the intra-cluster similarity and minimize the inter-cluster similarity
[10]. This way we can evaluate n-variate data sets in order to uncover possible
patterns and correlations. Although those algorithm subdivide the data set
efficiently, their limitation in the context of criminal data analysis is due to the
lack of consideration of spatial data, i.e., the spatial adjacencies of the records.
Conversely, the SKATER (Spatial Kluster Analysis by Tree Edge Removal)
algorithm [3] partitions a data set according to the spatial distribution of the
data. It uses a connectivity graph to find adjacency relations between the
analyzed objects. In this algorithm, each data point is considered a vertex
that has both its attributes and its spatial location. The weight of each edge
is a measure of dissimilarity, which can be the Euclidian distance between
the multivariate attributes. The algorithm works as follows: first it creates
a minimum spanning tree of the adjacency graph based on the Euclidean
distance between the attributes. Later, the tree is partitioned in spatial clusters
based on a global measure. This way, the location attributes directly affect the
clustering results, making the distribution homogeneous. This is essential for
representing clusters of criminal data, because we can then consider violent
regions as belonging to the same cluster taking into account their geographic
location.

Other algorithms for the data analysis can be adopted, such as Multidi-
mensional Scaling (MDS) [11]. MDS is a set of techniques for analysing objects
in a data set by reducing their dimensionality. The similarity measure is usu-
ally related to a distance matrix. This way, each object whose distances to the
others are represented in a matrix D is projected onto an n-dimensional space
in which the Euclidian distances among the resulting points are roughly the
same as in D. This technique makes it easy to analyze the distance between
specific objects and helps to identify outliers in clusters.
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Theoretical Background 15

Regarding data visualization, different techniques can be applied in the
context of multidimensional data visualization. Data sets that include temporal
data are ubiquitous and notoriously difficult to explore visually in an efficient
way, especially when they have several dimensions besides time, such as the
criminal data [12].

In this context, the parallel coordinates chart can be used. It allows
visualizing multidimensional data through parallel axes in a 2D chart [13][14],
where each axis represents a dimension or attribute. For instance, in the case
of criminal data visualization,each line represents a police station, intercepting
each axis at its corresponding attribute values. It is thus possible to analyze
information of n attributes in a single chart. This technique is closely related
to the analysis of time series, although each axis does not represent points in
space. There is no natural order of the axes, which allows the user to modify
the order in which they are displayed to allow for better data analysis. Thus,
it is possible to uncover characteristics which could be previously hidden by
the juxtaposition of lines in the initial order.

Parallel coordinate charts have some limitations. Even with an average-
sized data set, it suffers from overplotting, making it difficult to identify
characteristics, trends or patterns. Moreover, as the axes do not have a single
order, finding a good order requires heuristics and experimentation. Instead of
visualizing each item in the data set separately, one can use the aforementioned
clustering algorithms to group them. To visualize those clusters, we can
associate a certain color to each one, or even apply to the lines a transfer
function to highlight certain characteristics [15][16]. Some solutions adopted
in CrimeVis for this problem are described later in this paper. In addition, the
parallel coordinates chart can be a powerful tool when coupled with traditional
visualization methods, such as scatterplots and time series.

The synchronous use of multiple views can allow interactive exploration
across them, through the techniques of "brushing and linking"[17], where the
selection of an attribute in one view is used to highlight some characteristics in
another view. The coordinated use of various views can provide the specialist
with a rich strategy to analyze patterns in a chart and their projection onto
another one. An analyst can use such views in various ways, in order to,
according to some criteria, filter information, analyze relations among data,
and answer several relevant questions. Analyzing multiple views requires a
certain effort from the user to interpret patterns, but this technique is more
efficient than presenting a single, independent but confusing visualization
portraying multiple dimensions.

The visual analysis of data usually requires several different graphical
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tools to be successful. In our system these tools must work in conjunction to
help the user draw feasible conclusions from the data. Brushing and Linking
[18, 19] has proved to be and invaluable technique to achieve this goal. As a
result, several frameworks for data analysis have been proposed with a brushing
and linking component as its central piece. Demir et al. [20] makes use of this
technique by allowing the user to select interesting regions in a line/bar chart
view while highlighting the corresponding attributes in a tridimensional view
of the datasets. Chen et al. [21] uses brushing and linking for selecting points of
interest in a bidimensional projection of a ensemble data and showing the geo-
location, uncertainty histogram and parameters of the brushed points. Potter
et al. [22] allows the brushing of geographical regions in a bidimensional view
and shows quartiles and filmstrip summary views of the ensemble.In our work,
this technique is used do highlight criminal attributes in a dataset and show
this data in a set of coordinated views, such as parallel coordinates and tematic
maps.It’s expected that this technique may help experts to identify structures
and trends in the analysed data.

2.3
Related Work

To justify the implementation of the proposed software and the adopted
visualization tools we conducted a comparative study of recent solutions for
the specific domain and for statistical data visual analysis.

To make an efficient use of the application, users should be able to
easily answer questions about the data, discover interesting patterns and
identify abnormalities in the data [17]. A contextualized analysis made by
specialists can assign meaning to trends, dicover relations, and identify outliers
in the data set under investigation. In the literature we find several softwares
implemented for such purpose, and applied to different domains, such as:
criminal, meteorological, or electoral funding data, for example.

Law et al. [23] proposed a tool to analyze patterns and evolution of crimi-
nality using a spatio-temporal Bayesian analysis.Their work has the objective
to explore Bayesian spatio-temporal methods to analyze local patterns of crime
change over time at the small-area level. They build a visual application to
analyze the property crime data in the Regional Municipality of York, Onta-
rio, Canada. However, regarding visualization, their software fails to present
interactive tools to manipulate and evaluate the data. They show only maps
of the investigated area.

Chainey et al. [24] proposed a system that uses the Hotspot Mapping
technique to analyze spatial characteristics of criminality. The system maps
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criminal data according to where the crimes occurred using a geographic
information system (GIS), which allows the analyst to identify patterns and
trends for the given areas. Although, the system is efficient with respect to the
distribution of crime occurrences as related to the population distribution, it
does not consider any socioeconomic characteristics of the area.

Arietta et. al. [25] present a method for automatically identifying and
validating predictive relationships between the visual appearance of a city
and its non-visual attributes (e.g. crime statistics, housing prices, population
density etc.). To do so, they combined Support Vector Regression [26] with
Data Mining techniques [27]. Since each such city attribute is associated with
a location (latitude, longitude), they typically visualize them as thematic maps.
In our system thematic maps are also used to visualize the distribution of an
attribute over the DPs.

Similar to our approach, Crime in Chicago [28] is a data visualization
that lets users explore crime trends in Chicago’s 50 wards. It was built using
open data about Chicago crimes released by the Chicago Police Department.
With this website, users can compare crime levels over the years and across
city wards. Although it does not consider socioeconomic attributes and its not
possible to link this data with the population only by analysing the charts
displayed. In addition, they only consider crimes in the city and not the effects
of the public polices over others regions.

Some applications allow filtering information according to certain data,
either considering a period of time or specific attributes. CommonGIS [12] is
a powerful system for analyzing spatiotemporal data. It encompasses a wide
range of tools, such as animated charts, time series, maps related to spatial
attributes, among others. It also allows us to use coordinated views and space-
time cubes, a technique drawn from cartography, in which the visualization of
spatiotemporal data is performed through a cube, presenting both geographic
information in two dimensions together with time in a third dimension. The
system was created to be general, so it could be used in different contexts,
including criminal data.

Connect 2 Congress (C2C) [29] presents a bidimensional political spec-
trum for the American Congress. Its goal are to analyze voting of projects and
map the political profile of congressmen. Data can be filtered by name, state,
political party, religion, and gender. The analyzed period can be dynamically
changed, resulting in an animation where the representatives are continually
organized according to their voting behavior. However, C2C does not present
data from different terms; it only allows to analyze data within a 2-year period.
Likewise, CivisAnalysis [1] was developed to analyze the Brazilian Congress.
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That web-based tool allows the population to evaluate the behavior or political
parties and congressmen in different terms. It also overcomes some of C2C’s
limitations, as it contains a set of tools that can be used in a coordinated
manner to filter data.The interface of CivisAnalysis is presented in the figure
2.1.

Figura 2.1 – CivisAnalysis’s Inspection module, depicting the Brazilian Chamber of
Deputies in 2005-2006 [1]

Regarding coordinated views, Ensemble-Vis [2] was developed to analyze
simulations of meteorological data. It provides a set of coordinated, interactive
tools for statistical analysis. Their goal was to provide scientists with a prac-
tical way to analyze uncertainty associated with the data under investigation.
The interface of this software is presented in the Figure 2.2.

Our proposal incorporates several tools described in this section in order
to provide more flexibility and analytical power to the analysis of the specific
domain of criminal data. In the next section we describe the visualization
system named CrimeVis.
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Figura 2.2 – Two coordinated views in Ensemble-Vis [2]
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3
CrimeVis

Figura 3.1 – Initial prototype screen of the CrimeVis visualization system.

CrimeVis was developed to help researchers to visually explore criminal
and socioeconomic data obtained from ISP-RJ and IBGE. The criminal data
are public and can be accessed through a web application made available
by the state government [6]. The socioeconomic data are also public and
made available by IBGE [5]. We considered as relevant attributes: education,
ethnicity and family income. To use this data, we created a database to be
used for analysis in conjunction with our software.

Our application was designed as a interactive graphical system. It inte-
grates several clustering techniques to help the users to discover relations in
the data. This is a free desktop application developed with the aid of experts
in the field, where the design was driven by their needs. Furthermore, the tool
architecture has been developed to be extensible, where is possible to add new
forms of visualization and data analysis. This tool has a minimalist interface
on which the users are free to interact with the charts just by simple clicks or
by the selection of a view. Basically any interaction with the graphs can be
done by mouse commands.

DBD
PUC-Rio - Certificação Digital Nº 1412719/CA



CrimeVis 21

Each adopted visualization chart has been chosen to answer important
specialist questions efciently. Nevertheless, the difference of this application to
others is the ability to combine different visualization techniques to present
data synchronously between different graphical environments. Our system has
the capability of allowing experts to make a deeper analysis of the data,
facilitating the discovery of patterns or the identificaton of abnormalities in
the data. Our prototype features sophisticated interaction, including automatic
brushing and linking of the data and animated transitions in thematic maps.
All data are loaded on demand, thus our system is free from CPU and memory
intensive processes.

The program was modeled to answer several questions, such as distri-
bution by police station and its relation with the social characteristics of the
population. The system was developed using iterative prototyping with a sim-
ple lifecycle [30]. The first cycles involved evaluation with potential users, who
are researchers of the criminality domain. To satisfy the user’s needs, the sys-
tem was iteratively refined according to their feedback.

With the set of tools we developed it is possible to analyze patterns of
criminal distribution along a certain period of time, as well as their social
implications, in addition to answering complex questions (Research Tasks -
RT), such as:

1. What locations can be considered concentrations of certain types of
crime?

2. How have criminality rates evolved over time? And what is their relation
with social characteristics of the population?

3. How can we subdivide the state areas according to socioeconomic and
criminality criteria?

4. What are the practical effects of the policy of deploying Pacifying Police
Units (Unidades de Polícia Pacificadora - UPPs)?

5. Is there any inconsistency in the data made available by the government?

In the next section we present the software in detail, discussing the forms
of interaction and how we can answer each of those question .
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3.1
Overview

The initial screen of CrimeVis presents a module for data inspection in
a period of time. The available options allow us to inspect data over a period
of 12 years (2003-2015), the evolution of criminality rates in the state, as well
as socioeconomic data (RT-2).

The goal is to give to the users an overview of how criminality behaved.
To obtain specific details about a period, users can select arbitrary time
frames on the a panel in the right and clicking on a specific time range.
The system initially presents to users a parallel coordinates chart in which
each line represents the information of a DP and a map with the geographic
distribution of the DPs, as can be seen in Figure 3.1. This can be used to
answer the question RT-1. The system also offers other views, such as time
series charts, MDS projection, scatterplot and 3D parallel coordinates chart.
All the views are synchronized, i.e., the user actions in one view are reflected
in all the others. In this way, it is possible to identify relations in the data and
filter specific information simply by clicking on the attributes of one of the
charts and observing how these data are projected on another.

CrimeVis provides interactive filtering, letting users create selections and
compare them using the coordinated views.A single DP or groups of DPs can
be highlighted in all views by left-clicking. Also through a parameter tree, the
users can remove or add data from the visualization just by right clicking over
the options. For example a parameter such as homicides or scholarship can be
add or removed from the visualization and all the views are modified on-the-
fly. Our system provides others filters as selection by region, group by crime
rate or socioecnomic data or by a user approach. To load user data, we allows
the user to use the results from R scripts created by a preprocessing step.

It is also possible to group the data set in clusters to present them visu-
ally. For this purpose, we have used three techniques: K-Medoids, SKATER,
and a combination of MDS and K-Medoids. When visualizing a set of data
that considers homicides, thefts, missing persons, and population income, we
can group the data according to all the attributes (RT-3) together or to each
one separately. By knowing in which group each DP is located, we can analyze
properties specific to each group, as well outliers and anomalies (RT-5) in the
input data.

To conclude, CrimeVis provides a simple user interface, which allows us to
explore multivariate spatio-temporal data sets, to easily investigate hypotheses
and to identify patterns.
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3.1.1
Data Clustering

The main goal of data clustering is to discover the natural grouping(s)
of a set of patterns, points, or objects. Cluster analysis can be defined as a
non-supervised machine learning task, which is used to discover whether the
elements of a set fall into different groups by making quantitative comparisons
of their multiple characteristics.

DPs are clustered considering a given period of time and the set of
attributes chosen by the user. With this data input, the system allows us to
adopt one of three strategies for data clustering: K-Medoids[10], SKATER[3],
and MDS[31] + K-Medoids. This strategy help us to support questions as the
RT-3.

The objective of this approach is to automatically discover groups in the
analysed data. Clustering data is an important step for knowledge discovery in
data, which allows the users to easily identify patterns and tendencies, helping
in decisions based on the data analysis.

In our application, the data are clustered for a specific period of time and
the set of attributes of each DP chosen by the user. Given a period of time,
and considering the n dimensions of the data, the system allows us to adopt
one of three strategies for data clustering, as mentioned before: K-Medoids,
SKATER, and MDS + K-Medoids. The three clustering strategies described
in the next sections can be used and evaluated according to the set of tools
available in the system, combined with charts and aiming to extract relevant
patterns for the researchers.

3.1.2
K-Medoids

The k-medoids clustering algorithm [10] is a variation of the k-means[8]
algorithm. The k-means is a partition algorithm that search directly for optimal
division (or approximately optimal) of n elements using an interactive process
to group them in k clusters based on a dissimilarity function. The k-medoids
algorithm is also partitional and attempt to minimize the distance between
points labeled to be in a cluster and a point designated as the center of that
cluster. In contrast to the k-means algorithm, k-medoids chooses datapoints
as centers instead of artificial centroids.

The most common implementation of the k-medoids clustering is the
Partitioning Around Medoids (PAM) algorithm [10], which is:

1. Randomly select k of the n data points as the medoids;
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2. Associate each data point to the closest medoid;

3. For each medoid m and each data point o associated to m swap m and
o and compute the total cost of the configuration (that is, the average
dissimilarity of o to all the data points associated to m);

4. Select the medoid o with the lowest cost of the configuration;

5. Repeat the steps 2 and 3 until there is no change in the assignments.

In our context, this algorithm was used to select a set of clusters of
police stations with similar criminal rates. In our system we uses the Euclidian
distance as a measure of dissimilarity. Users can also set the number of clusters
to be created, but through some experimentation we have concluded that, for
this context, a good number of clusters is five. We got to this number by
estimating an optimal average silhouette width [32] and the Calinski-Harabasz
index [33].

Unfortunately, this algorithm does not consider the spatial adjacency
relations of police stations. It groups the DPs in clusters based only in the crime
rates and socioeconomic variables, disregarding the influence of the dispersion
of crimes according to a neighborhood region.

3.1.3
SKATER: Spatial ’K’luster Analysis by Tree Edge Removal

To overcome the recently mentioned limitation of k-medoids, another
clustering strategy called SKATER has been proposed [3]. It creates spatial
clusters based on the data and on a dissimilarity function.

The aim of traditional unsupervised classification is to partition a set
of n items into k clusters such that items within the same cluster should be
similar to each other and items in different clusters should be dissimilar from
each other. The dissimilarity refers to a set of attributes measured in each
item. When these items have a spatial location determining a neighborhood
structure, it is usual to be interested in their clustering constrained by
spatial contiguity. That is, we want to partition the n items into internally
homogeneous clusters with respect to the attributes but the items within a
given cluster should be constrained by the spatial neighborhood structure,
normally defined by geographical adjacency.

SKATER first constructs a spatially contiguous graph by removing edges
that do not connect spatial neighbors and then builds a minimum spanning
tree (MST) [34] from the graph based on pairwise dissimilarities between the
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nodes. The spanning tree is then recursively partitioned to generate a given
number of regions based on a global heterogeneity objective function.

In this technique using a connectivity graph, we capture the adjacency
relations between regions. In the graph, each police station is considered
as a vertex and linked by edges to its neighbours. The cost of each edge
is proportional to the dissimilarity between the objects, where we measure
dissimilarity using the values of the crime rates of the neighboring pair. By
cutting the graph at suitable places, we get connected clusters. In this way,
we transform the regionalization problem in an optimal graph partitioning
problem. This proposal, first presented by Assunção et. al.[3], is to limit
the complexity of the graph by pruning edges with high dissimilarity. The
pruning produces a reduced graph that defines a small number of possible
partitions and whose edges join similar areas considering their attributes. In
the reduced graph, further removal of any edge splits the graph into two
unconnected subgraphs. To carry out this idea, the reduced graph is take to be
a minimum spanning tree (MST). After creating the MST, we obtain clusters
by partitioning this the tree.

To build the graph consider contiguous geographic units, such as the
138 DPs shown in 3.1, as a set of spatial objects O with a set of attributes
(homicide, thefts, missing persons, etc.) p associated to a object Oi. The
arrangement of the set determines a connectivity graph G = (V, L) with a
set of vertices V and a set of edges L. There is an edge connecting vertices
vi and vj if areas i and j are spatially adjacent. A costd(i, j) is associated
to a edge (vi, vj) by measuring the dissimilarity between the objects i and j.
An usual choice for the dissimilarity measure is the square of the Euclidean
distance between the attribute vectors pi and pj. A path from node vi to vk

is a sequence of nodes (vi, ..., vk) connected by edges (vi, vi+1)...(vk−1, vk). A
spatial graph G is connected if for any pair of nodes there at least one path
connecting them. So, a spatial cluster is a connected subset of nodes. The main
objective is to accomplish the partition of the graph G into C spatial clusters
where their union is G, and each one is a connected subgraph. A spanning tree
T of a graph G is a tree containing all n nodes of G, where any two nodes
are connected by a unique path, and the number of edges in T is n − 1. The
removal of any edge from T results in two disconnected subgraphs that are
spatial clusters candidates. This is a spanning tree with minimum cost, where
the cost is measured the sum of the dissimilarities over all the edges of the tree.
To generate this so called minimum spanning tree (MST), we use a recursive
implementation based on Prim’s algorithm [34].

To generate the partition of n objects in k regions, it is necessary to
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remove k − 1 edges from the MST. Each resulting cluster will be a tree with
all vertices connected. To make the partition, the algorithm uses a hierarchical
division strategy. In the first step, a single tree contains all the objects. When
edges are removed from the MST, we have a set of disconnected trees, and each
tree correspond to a region. At each iteration, one of the trees is subdivided
into two others trees by cutting an edge, until we have the number os cluster
previously set. The partitioning algorithm produces a graph G∗ that contains
a set of trees. Initially, we have just one tree in G∗, but at each iteration, the
graph is examined, and we cut one edge that will divide the tree T int two
other trees. The selected edge have the largest increase in the overall quality
of the resulting clusters. For this, a quality measure is defined by the sum of
the intracluster square deviations, and this measure is the one that needs to
be minimized:

Q(α) =
k∑

i=0
SSDi, (3.1)

where α is a partition inK trees;Q(α) is the value associated with the partition
and SSD is the sum of square deviations of a region. The intracluster square
deviation SSD is a measure of dispersion of attribute values for the objects in
a region, and homogeneous regions have small SSDs values. The intracluster
square deviations is defined by 3.4:

SSDk =
m∑

j=1

nk∑
i=1

(xij − avg(xj))2, (3.2)

where nk is the number of objects in the tree k; xij is the jth attribute of a
object i, m is the number of attributes, and avg(xj) is the average value of the
jth attribute for all objects in the tree.

At each iteration, we need to subdivide the graph G∗, i.e, remove and
edge of the graph that contains a set of trees T1, ...Tn. The solution for a best
subdivision of a tree T is defined by the objective function defined by the
equation 3.3

f(ST
l ) = SSDT − (SSDT a + SSDT b), (3.3)

where ST
l is the arrangement produced by cutting out the edge l from the

tree T , and Ta and Tb are the two trees produced by dividing T after cutting
the edge l. In this algorithm we divide the tree that has the highest value for
the objective function. Starting from the MST, the clusters are produced as
follows:

1. Start the graph G∗ = MST ;

2. Identify the edge that has the highest objective function;
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3. While size(G∗) < k(desired number os clusters), repeat the next two
steps;

4. For all trees in the graph, select the tree Ti with the best objective
function

5. Split Ti into two new subtrees and update the graph.

Figure 3.2 from Assunção et. al [3] shows the method with the first 3
iterations.

Figura 3.2 – Partitioning of the MST [3]

This algorithm has the advantage of maintaining the spatial relation
instead of considering only the data attributes, resulting in better data
analysis. With this technique, the researchers can evaluate the evolution of
crime rates over a region and their influence in others areas. They can analyze
the dispersion or changes in the criminal activities and identify the possible
evidence of its causes. In other words, identify a possible set of standards
and structures in the data considering the geographical distribution of police
stations.

In the context of the evolution of criminality, this technique shows to
be more efficient than traditional clustering algorithms. Figure 3.3 shows the
algorithm applied to Rio de Janeiro’s crime rates considering the distribution
of police stations.
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(a) Clusters generated by the algorithm

(b) SKATER clustering for Rio de Janeiro Police Stations

Figura 3.3 – Clusters of DPs in Rio the Janeiro using the Skater Algorithm. The first
figure shows the partition of the MSP and the second, the final result.

3.1.4
Multidimesnional Scaling

Finally, data can also be clustered by combining the MDS[31] and the
K-Medoids[10] algorithm. MDS aims to project the data in an n-dimensional
space so that the distances between data points remain approximately the same
[11]. To achieve this, the algorithm processes a distance (or dissimilarity) ma-
trix between every data pair and searches for a projection that minimizes the
cost function. The primary outcome of an MDS analysis is a spatial configura-
tion, in which the objects are represented as points. The points in this spatial
representation are arranged in such a way, that their distances correspond to
the similarities of the objects: similar object are represented by points that are
close to each other, dissimilar objects by points that are far apart [35]. One
of the applications of MDS is to use it for visualizing correlational data. Even
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considering few objects, such a matrix become complex, and it is hard to detect
patterns of correlation. The MDS solution plots the objects on a map, with
their correlational structure is accessible by visual inspection. In other words,
considering our contexts of criminality, with this technique we can easily found
correlations between the crime rates. From the data alone it is not easily to see
which crime rates are related [35]. Figure 3.4 shows a MDS projection which
simplifies this task. The distances between points in the figure correspond to
the correlation coefficients, so that a high correlation is represented by a small
distance, and vice versa.

Figura 3.4 – : A two-dimensional MDS representation of the correlations of crime rates
in Rio de Janeiro

Consider the classical MDS approach. Given a set I of objects for which
there is a distance metric delta defined, the dissimilarity matrix between the
objects is given by Equation 3.4.

Am,n =


δ1,1 δ1,2 · · · δ1,I

δ2,1 δ2,2 · · · δ2,I

... ... . . . ...
δI,1 δI,2 · · · δI,I

 (3.4)

This technique can be also modeled as an optimization problem where
the algorithm attempts to minimize a strain, or stress function S contained in
terms of D and the euclidean distance between a set of projected points X. S
is given by the equation 3.5.

S = min
x1,...,xI

∑
i<j

(||xi − xj|| − δi,j)2 (3.5)
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In the classical MDS approach, the algorithm provides a mean to visu-
alize high dimensional data in a lower dimensional space preserving the dis-
tances between entities. This facilitates the analysis of relationships between
individual data points in a chart, for example.

One important remark is that the number of dimensions has a direct
effect on the preservation of the original distances between the points. In
general, larger values of dimensions produce lesser errors on the final projection.
Another important property of the projected points is that they can be rotated
and translated freely in a 3D chart, as long as the distances between them are
preserved. Some approaches, like ours, are often employed to fit the points in
a set of meaningful axes to aid the interpretation of results.

The classical MDS algorithm can be described by the following steps:

1. Let D2 be the squared distances [d2] in D;

2. Let B = −1
2JD2J be a double centered version of D2 using the centering

matrix J = I − 1
n
1;

3. Extract the N largest positive eigenvalues of B and their corresponding
eigenvectors;

4. Let Λ be the diagonal matrix with the N larges eigenvalues of B and let
E be the matrix with the corresponding eigenvectors. Let P = E × Λ 1

2

be the projected coordinates.

To cluster the data, the k-medoids algorithm is modified to consider not
only the attributes of each data, but also to contemplate the output values of
MDS containing an associated weight. These combined techniques allow us to
easily identify outliers and inconsistencies int the analyzed data.

In conclusion, with these methods, researchers can recognize dissonant
standards in the general context of the data. In particular, they can find police
stations who have the highest crime rates and are considered to distant from
the others. In that way, anomalous cases can be analyzed in a more detailed
way after the identification.

3.2
Visualization and Inspection Module

The visualization module provides a set of graphical tools which include
2D and 3D parallel coordinates charts, scatterplots, time series, and MDS
projections. The views present important variables that should be considered
in data analysis: criminality attributes, socioeconomic attributes, clusters of
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DPs and their spatial distribution. These variables are interrelated: a point in
the scatterplot represents a DP, which corresponds to a set of attributes in the
parallel coordinates chart. All views are synchronized to express subattributes
in the data set, in which any user action in a view affects all the others.

3.2.1
Parallel Coordinates

The parallel coordinates chart became a very important visualization
tool offered by the system. It organizes several data dimensions (attributes) as
parallel axes next to one another in a plane (see Figure 3.5). This chart provides
an overview of the relations between different attributes. Given the context,
through this visualization, criminality data can be related to socioeconomic
data, achieving one of the key goals to answer important questions posed by
most researchers in the domain.

Figura 3.5 – Traditional Parallel Coordinates

The basic interacion with parallel coordinates includes the possibility to
get tooltip information, re-order the axes by dragging them with mouse click,
the brush mode, which allows the user to select records and to highlight them.
The linking mode shows the corresponding information of a DP or a group
of DPs in other synchronized chart. Users can select a DP by clicking and
hovering over them displays more informations in a tooltip. Figure 3.6 shows
a selected line representing the DP 58 in the city of Nova Iguaçu.

Still regarding the visual analysis of data, the traditional parallel co-
ordinates chart makes it difficult to identify some characteristics due to the
juxtaposition of the curves. To resolve this, we implemented a bundled curve
model [36] that uses curve geometry to improve the visibility of structure in
the data over multiple axes. To do so, we replaced the polyline approach by
Bézier curves. When the curves are bundled based on cluster membership,
structure within clusters can be compared. The curve construction guarantees
the continuity of the curves, particularly at the coordinate axes, alleviating
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Figura 3.6 – The selection mode of parallel coordinates working with the "Brushing and
Linking"mode. The highlighted DP in the first view is also selected in the map.

the overploting problem. At the same time, curve control points are chosen
to obtain good approximation to the original polylines. The bundled curves
model is designed in order to maintain not only the desirable characteristics
of the polyline plots used in the original Parallel Coordinate chart, but also its
ability to reveal correlations between variables.

In this approach, control points of each curve are influenced by each
cluster’s centroid, obtained by one of the three aforementioned strategies, and
by the points in which each curve intercepts each axis. To build a curve between
two adjacent axes xi and xi+1, we inserted an imaginary central axis between
axes xi and xi+1 in which point Ci is the point where the cluster centroid
intercepts this axis. This point is used to attract the curves of the corresponding
cluster and, as a result, the original line, which would pass by Qi now passes by
Q′i. Auxiliary axes are also added to smooth the curve drawing in a distance
d of each axis. A polyline is replaced by a Bézier curve with the following
properties:

1. The curve interpolates the points P1, P2, ..., PN at the value axes;

2. The curve is continnuous throughout;

3. Curves corresponding to data points that belong to the same cluster
are bundled between adjacent axes. This is accomplished by inserting a
bundle axis midway between the axes and by appropriately positioning
the Bezier control points;
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4. The cluster centroid is the projection of the centroid on the plane defined
by the axes, intersected with the bundle axis.

As an illustration, Figure 3.7 presents a more clearly defined view of the
sets created by the process of clusterization when compared to the traditional
parallel coordinates chart in the Figure 3.5, in which each group can be selected
and analyzed separately.

Figura 3.7 – Clusters in Parallel Coordinates.

CrimeVis also provides the 3D parallel coordinates chart, which is a
straightforward extension of the traditional 2D chart. The idea to extend the
parallel coordinates plot in 3D space is natural, so some author explore different
implementations of it [37].

Our basic idea is use the third dimension to explore some patterns that
went unnoticed in the original chart. In the Z axis the data are sorted by his
geographical region or a value property defined by the user. Each parallel axis
of the original chart is extended in a third dimension, forming a plane that
represents a 2D scatterplot relating properties A and B. As with 2D parallel
coordinates, the points corresponding to the neighbor axis are, then, connected
by line segments.

For the cluster analysis, the 2D parallel coordinates chart, even when
using Bézier curves, often obscures relevant characteristics of the data, as in
some structures we have investigated. Thus, the 3D chart aims to support
the identification of relevant details that would not be easily noted in the
2D chart. For each scatterplot, the values in Z represent an attribute chosen
by the user, and in the Y axis the values are maintained from the original
chart. Figure 3.8 presents the proposed 3D chart, in which the geographic
distribution of DPs in the state is chosen for the Z axis. Given the geographic
location of each DP, they were sorted according to the following distribution:
Baixada Fluminense, Interior, Grande Niterói, and Capital. The user can filter
data, either by selecting a specific set of lines or a single line. Some degree of
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transparency is applied to the lines that were not selected so as to highlight
the data of interest to the user.

Figura 3.8 – 3D parallel coordinates and their relation with the spatial distribution.

3.2.2
Map Analysis

Thematic maps can also be used to observe a certain variable in a
particular period of time. This kind of visualization allows us to answer several
questions related to the specified period of time (RT-2, for example), because
the map as a whole aims to present all the distribution of values of the selected
attribute in that time period. Digital maps are the quickest means of visualising
the entire crime scenario. The locations of crime events, arrests, etc. can be
routinely displayed on maps. This provides an easy method of viewing activities
in an area rather than searching through a listing of events [38].

This kind of visualization allows us to answer several questions related
to the specified period of time, because the map as a whole aims to present
all the distribution of values of the selected attribute in that time period.
To analyze the values in a certain location, the user may simply click with
the left mouse button over that area. This forces the system to present
the corresponding attribute values, such as the DP name, the city, the
neighborhoods, socioeconomic and criminality variables as a tip located on the
left-hand side of the map. In addition, users can select groups of DP by pressing
shift and clicking with the left button over them or brushing and can hover over
them with the cursor to display correspondent information in other view. Also
it is possible to show a time lapse animation to visualize the crime evolution
over time and to zoom in the specified area. This animation is demonstrated
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in the Figure 3.9. The selection panel provides a map animation, in which it is
possible to see the evolution over time of the spatial distribution of the selected
attribute. Figure 3.1 contains the view map for the homicide attributes for the
year 2003. Maps offer crime analysts graphic representations of crime related
issues. This type of visualization can help researchers to understand where and
why crimes occur, which is an important tool for the analysis of crime rates
evolution and the analysis of public security polices.

3.2.3
Scatterplots, time series charts and MDS projections

CrimeVis also provides three other charts: scatterplots (in 2D or in 3D),
time series, and MDS projection. The scatterplots can be used to analyze the
correspondence between two variables for one DP and the distribution of DPs
in the generated clusters. It allows us to find direct relations between two
attributes and easily identify outliers. To help the interpretation, this chart
also offers a linear regression analysis. It consists in performing a statistical
analysis in order to verify the existence of a functional linear relationship
between a dependent variable with one or more independent variables. In
other words, it consists in to obtain a linear equation which attempts to
explain the variation of the dependent variable through the variation level
of the independent variables.

In our application, the simple linear regression model was adjusted using
the Least Squares method [39]. Figure 3.10 presents the scatterplot 2D view.

We also offers to the user a scatter plot 3D component for the visuali-
zation of multivariate data in a three dimensional space. Basically this graph
generates a scatter plot in the 3D space using a parallel projection. To visua-
lize higher dimensions (fourth, fifth, etc) of the data, some extent using, e.g.
different colors, symbol types or symbols sizes can be used.

This component is fully interactive, where the user can rotate it freely
and select different sets of points. This view is also integrated into the brush
and linking system, working in coordination with the other components. Figure
3.11 presents an example of use of the scatter plot 3D view.

The time series chart is used to analyze an attribute in the whole time
range of the data set. It makes it possible to create clusters for a specific
variable and observe its evolution over time. Groups can be generated according
to the algorithms previously specified. It is up to the user to choose the most
suitable for your analysis. Additionally, the user can view data set according
to the geographical distribution of the state, that is, according to distribution
of DPs in the capital, interior, Baixada Fluminense and Grande Niterói. The
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user can also select only one police station to analyse by its selection in the
component tree located in the left corner of the window. Also is possible to
select a specific curve and highlight it when analyzing a data set. The police
station which has automatically highlighted its curve will also be highlighted
in other views. The time series plot is presented in Figure 3.12.

Finally, we have the MDS projection, which is nothing more than a
scatterplot in which it is possible to see the data distribution according to
the MDS algorithm and its combination with the K-Medoids algorithm for
clustering. Figure 3.4 presents the MDS chart in 2D with 5 clusters and the
Figure 3.13 a 3D chart with 3 clusters. Through this visualization, we can
easily identify outliers. For the 3D chart, the user also has the zoom tool to
get a more detailed view. All these views are interactive and allow the user to
change them dynamically, either by selecting a specific data set or by altering
the selected attributes. In addition, they are all synchronized, reflecting all
user actions. For all charts, the users can always select or hover over a DP
to get tooltip information, and they can always synchronize this charts with
other views.

3.2.4
Filtering Data

CrimeVis also provides interactive filters through which the user can
select a data set and observe its correspondence in another synchronized view.
For parallel coordinates, DPs and clusters can be selected by clicking the right
mouse button and dragging the cursor. Other selections can also be made
through a set of options presented in the user actions panel, such as year
and area, besides removing and adding attributes to the views. Each filter
operation modifies the views on-the-fly. For instance, when selecting a set of
lines in a parallel coordinates chart, the corresponding DPs can also be selected
in another active view, such as the map of DPs.
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(a) Homicides in 2010

(b) Homicides in 2011

(c) Homicides in 2012

(d) Homicides in 2013

(e) Homicides in 2014

Figura 3.9 – Time lapse animation for 2010 to 2014
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Figura 3.10 – Scatter plot view for the 138 DPs

Figura 3.11 – Scatter plot 3D for 138 DPs of Rio de Janeiro
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Figura 3.12 – Time Series Plot for murders in regions without upp

Figura 3.13 – Multidimensional Scaling tool in 3D with 5 selected clusters
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4
Evaluation and Discussion

CrimeVis was evaluated throughout its development by users expert
on criminality. Its implementation started with the quest for answers to
questions posed by researchers on criminality and of the ISP-RJ. Initially we
conducted meetings with researchers of ISP-RJ and in academia for gathering
requirements for the system. A preliminary study was conducted to evaluate
the proposed software, as well as the strategies adopted for analyzing the data.
CrimeVis was evaluated by a group of 12 people. The group is formed by
students and researchers in the area of criminality and scientific visualization
experts. Among participants, 1 of them is expert in statistics, 3 specialist in
the field of humanities and 8 professionals are computer scientists and scientific
visualization experts. No introduction was given of the system in this test, the
users interacted freely with the program for 30 minutes and them answered a
questionary with 14 questions. The following sections report on the evaluation
and its results.

4.1
Preliminary Study and Evaluation

We have conducted an analysis of the visualization tools, as well as their
usability, in order to answer the questions posed before. The study was based on
a 5-point Likert scale questionnaire (1 = completely disagree to 7 = completely
agree) as int the Table 4.1.

In general, we obtained a positive result in the questionnaire, especially
with respect to ease of use and interactivity with 60% positive responses.
The main goal of the application, which involves the analysis of patterns and
the understanding of the visualizations, was the main point investigated. As
expected, the negative feedback was related to the lack of information on the
techniques used and the lack of a tutorial. Besides, the 3D parallel coordinates
chart was considered in some cases as redundant, because in most cases the
original chart was capable of satisfying the users’ doubts.

Another point raised by the study participants was the efficiency of the
data selection techniques and the combination of interactive visualization with
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clustering algorithms. Some users highlighted this characteristic as a strong
point of the system when compared to other systems and to R implementations.
Moreover, according to the study, CrimeVis achieved the purpose of making
it efficient to discover patterns and correlations in the studied data, which
allowed researchers to answer questions such as the ones posed in Section 3.
This results are presented in the next section.

The preliminary evaluation of CrimeVis suggests that the set of tools
have achieved its purpose to support researchers on public safety. Most of the
evaluated components were deemed easy to understand, with the exception
of some particular issues. Regarding the interactive controls, the level of un-
derstanding was high for the configuration controls and the selection controls,
70% and 80%, respectively. Two users considered the cluster visualization in
parallel coordinates plot 2D and 3D difficult to analyze in certain situations,
in which there is juxtaposition of lines, even when they are replaced by Bé-
zier curves. In adidition, the researcher needs to have some familiarity with
the chart in order to easily interpret it and find an organization of the axes
that more clearly reveal data attributes. One user reported difficulties to un-
derstand how to manipiulated de coordinates views without a tutorial. Two
users reported difficulties to select or follow specific DPs when analyzing the
parallel coordinates with clustering visualization. One user reported that in
the MDS plot, is difficult to select and visualize a single DP when we have a
large number of points and one reported that the MDS technique is difficult
to understand and difficult to understand and to be applied in the context,
since the relationship of the coordinates of the points do not match the va-
lues of the variables but the projection of MDS. Regarding data selection, two
users reported that some legends and information on the data could be clea-
rer. Despite these issues, CrimeVis was positively accepted by the users, being
considered by some as a strong tool to support research.

4.2
Results

In this section we describe some discoveries in the data made visually by
researchers in the domain using the CrimeVis system. These discoveries are
related to the pacification program created by the State, with the so called
UPPs. It is well known that the UPPs had a huge influence on the criminal
activity in the recent years. Since the beginning of this program in 2008, the
govern of the State created 37 UPPs in the city of Rio de Janeiro. Using
CrimeVis, the specialists have found some patterns in the data. To better
analyse the UPPs result, they divide the set of DPs into groups representing
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the sub-regions of the State (RT-3). Figure 4.1 shows these groups of DPs. In
the capital of the State, there is a group colored in red, which represents the
DPs which received at least one UPP, and the group in green, representing DPs
without UPPs. The other groups are: the group named Baixada Fluminense
that is colored in blue, the group named Grande Niterói that is colored in
yellow, and the Interior of the State colored in purple.

Figura 4.1 – Sub-regions of the State of Rio de Janeiro: DPs which received at least one
UPP in red, DPs without UPPs in green, Baixada Fluminense in blue, Grande Niterói in
yellow, and the Interior of the State in purple.

For the analysis, the researchers consider violent mortality crimes in each
group. The violent mortality is composed by the body injury crimes followed by
death, homicides, larceny and police killings. Figure 4.2(a) shows that the crime
rates do not differ much from each other in different regions. For homicides,
they noticed a predominance of Baixada Fluminense (RT-1) with the highest
rates. They also noticed that, after some years, the violent mortality rates had
increased and disaggregation appears in the great majority of the groups, where
the the region Baixada Fluminense is the more prominent. Figure 4.2(b) shows
that the Baixada Fluminense DPs were highlighted and with this highlight it
is possible to notice that in 2012 the homicides taxes are distributed with
less dispersion and there is a small reduction in average. Analysing how crime
rates evolved over the time (RT-2) ,we notice that in 2014 the violent mortality
rates are still with low dispersion, but with higher values. In general, the violent
deaths increased in this region in a period of 2012 to 2014.

The first UPP was deployed in December 2008. In 2014 there were
37 in the city of Rio de Janeiro, covering over 200 communities and an
estimated population of 562,691 inhabitants[5]. The expansion of the program
raised several criticisms questioning the effectiveness of the UPPs in reducing
criminality. In 2015, the Public Safety Institute (ISP), published a report which
showed a decrease in criminality within the UPPs. However, it did not examine
the areas neighboring areas that received UPPs. A program of such nature
may influence criminality in the surrounding areas as well, and thus deserves a
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(a) State of Rio de Janeiro (b) Baixada Fluminense

Figura 4.2 – Evolution of lethality in Baixada Fluminense and in the state of Rio de
Janeiro.

broader evaluation. In Figures 4.3(a) and 4.3(b), the researchers noticed that
in 2008 the regions in the capital with and the neighboring regions without
UPPs had similar criminal rates. In 2012, the rates are reduced in two regions,
showing that the UPPs possibly influenced the areas of the capital who don’t
have any UPP. Although, at the end of 2014, this two regions no longer have
the same behavior. They noticed that in the regions where we don’t have a
UPP, we have a higher dispersion when compared with the regions with a UPP.
In the regions of UPPs, intentional homicide rates splits into two groups: those
with lower rates correspond mostly to the south zone’s DPs and the other to the
police stations in the northern and western areas of the State’s capital. Stands
out with the highest rate the 4th DP, which is located in the downtown area of
the capital. The observed statistics show that the UPPs program possibly fails
to curb the criminality. While we have been the regions with lower crime rates,
there is a significant increase in the western of the capital and in the Baixada
Fluminense from the year 2012. One of the practical effects of the installation
of UPPs was the spread of crime (RT-4). However, despite these indications,
another study done by experts is still needed to find new evidence to support
this hypothesis.

Also we found some inconsistencies in the data analyzed (RT-5). Analy-
sing the cluster quality of the groups for each clustering algorithm used, we
concluded that in some cases is difficult to identify some clusters structures.
We use as measure the silhouette [32] and the Dunn index [40]. In General
considering 3, 5, 7 and 10 clusters, the average silhouette width vary from 0.3
to 0.41 for all techniques and the Dunn index from 0.08 to 0.37. Figure 4.4
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shows the silhouette plot for a K-Medoids instance.
These values can be related to identified outliers in the data that have

a very different behavior over the time related to others DPs, such as the
DP1. The 1st DP located in the central area of the city, covering part of the
central region and the island of Paquetá, has high rates of intentional homicide
and police murders due his small number of residents and the large floating
population (the taxes are calculated by the occurrences per 100 thousand
habitants). But this is not sufficient to explain why this taxes are so high
in relation to other DPs considering the gravity of this kinds of crimes. A
further study is needed to understand the behavior of this region.
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(a) Regions without UPPs

(b) Regions with UPPs

Figura 4.3 – Lethality evolution in areas of DPs with and without UPP.
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Figura 4.4 – silhouette plot for the K-Medoids Algorithm
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(a) crime rates for 2007

(b) crime rates for 2011

Figura 4.5 – Crime rates of 1th DP located in the central area of the Capital
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5
Conclusion

CrimeVis offers a set of efficient tools to support researchers on public
safety. The overview provided by the tool allows users to easily discover
patterns and analyze trends in the data being investigated. The software is still
undergoing testing to be deployed and widely used by researchers in the field.
Our preliminary studies showed that CrimeVis is efficient when it is necessary
to analyze a data set for a specific time period. The users could easily establish
relations between the data and identify trends and patterns through interactive
analysis of the data. Moreover, the brushing and linking technique allows us to
select and filter informations more easily, being a powerful technique to answer
questions relevant to how the relation between different data attributes. With
CrimeVis, one can analyze not only groups, but also individual areas using
the map of DPs, in which it is possible to interpret the evolution of a certain
attribute over time.Our study suggests that the set of tools have achieved its
purpose to support researchers on public safety.

As for future work, new tools can be aggregated to the software to allow
for deeper investigation of the data, such as including histograms and allowing
users to locate and relate the evolution of a certain kind of crime in an area,
split the visualization between the areas defined in the state, and navigate
between tabulated data, besides building infographics.We also intend to create
a module which we can use alogorithms in R language to evaluate to evaluate
different types of data. Furthermore, we intend to transform the software into
a web application and make it available to the general public.
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