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Abstract

Melo, João Paulo Forny de; Milidiú, Ruy Luiz (Advisor). Predic-
ting Trends in the Stock Market. Rio de Janeiro, 2018. 54p.
Dissertação de Mestrado – Departamento de Informática, Pontifícia
Universidade Católica do Rio de Janeiro.

Investors are always looking for an edge. However, traditional economic
theories tell us that trying to predict short-term stock price movements
is wasted effort, since it approximate a random walk, i.e., a stochastic or
random process. Besides, these theories state that the market is efficient
enough to always incorporate and reflect all relevant information, making it
impossible to "beat the market". In recent years, with the growth of the web
and data availability in conjunction with advances in Machine Learning, a
number of works are using Natural Language Processing to predict share
price variations based on financial news and social networks data. Therefore,
strong evidences are surfacing that the market can, in some level, be
predicted. This work describes the development of an application based
on Machine Learning to predict trends in the stock market, i.e., positive,
negative or neutral price variations with minute granularity. We evaluate
our system using B3 (Brasil Bolsa Balcão), formerly BM&FBOVESPA,
stock quotes data, and a dataset with the most relevant topics of Google
Search and its related articles, provided by the Google Trends platform
and collected, minute by minute, from 08/15/2016 to 07/10/2017. The
experiments show that this data provides useful information to the task at
hand, in which we achieve 69.24% accuracy predicting trends for the PETR4
stock, creating some leverage to make profits possible with intraday trading.

Keywords
Machine Learning; Stock Market; Google Trends; Time Series Fore-

casting.
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Resumo

Melo, João Paulo Forny de; Milidiú, Ruy Luiz. Predizendo Ten-
dências na Bolsa de Valores. Rio de Janeiro, 2018. 54p. Dis-
sertação de Mestrado – Departamento de Informática, Pontifícia
Universidade Católica do Rio de Janeiro.

Investidores estão sempre à procura de uma vantagem. Porém, tradici-
onais teorias financeiras nos dizem que tentar predizer tendências na bolsa
de valores é um esforço em vão, uma vez que seguem um passeio aleató-
rio, i.e., um processo estocástico ou randômico. Além disso, afirma-se que
o mercado é eficiente de maneira que sempre incorpora e reflete toda infor-
mação relevante, o que torna impossível ‘bater o mercado". Recentemente,
com o crescimento da web e aumento da disponibilidade de dados em con-
junto com a evolução dos algoritmos de Aprendizado de Máquina, diversos
trabalhos tem aplicado técnicas de Processamento de Linguagem Natural
em notícias financeiras e dados de redes sociais para prever variações do
preço de ações. Consequentemente, estão surgindo fortes evidências que o
mercado pode, em algum grau, ser previsto. Este trabalho descreve o de-
senvolvimento de uma aplicação baseada em Aprendizado de Máquina para
realizar a predição de tendências no mercado de ações, i.e., variações negati-
vas, positivas ou neutras de preços com granularidade de minuto. Avaliamos
o sistema usando dados de cotação de ações da B3 (Brasil Bolsa Balcão),
antiga BM&FBOVESPA, e um dataset de tópicos mais relevantes buscados
no Google Search e seus artigos relacionados, que são disponibilizados pela
plataforma Google Trends e coletados, minuto a minuto, de 15/08/2016 até
10/07/2017. Os experimentos mostram que esses dados provêem informa-
ção relevante para a tarefa em questão, onde conseguimos uma acurácia
de 69.24% para a predição de tendências do ativo PETR4, criando alguma
vantagem para tornar possível lucrar com negociações intraday.

Palavras-chave
Aprendizado de Máquina; Mercado de Ações; Google Trends;

Predição de Séries Temporais.
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1
Introduction

1.1
Overview

Investor are always looking for an edge. However, traditional economic
theories tells us that trying to predict short-term stock price movements is a
wasted effort, since it approximate a random walk, i.e., a stochastic or random
process. This concept was introduced in 1965, by the American economist
Eugene Fama, also known as "The Father of Finance", in his Ph.D. thesis,
entitled "The Behavior of Stock Market Prices" (1). Subsequently, that work
was rewritten into a less technical article (2). Later, he proposed the concept of
the Efficient Market Hypothesis (EMH) (4). According to the EMH, the market
is efficient enough to always incorporate and reflect all relevant information.
Thus, since news are unpredictable, share prices will follow a random walk
pattern and should not be predictable with an accuracy higher than 50%,
making it impossible to "beat the market".

These concepts have been extensively tested throughout the following
years and studies were mostly in favor of Fama’s statements (6, 7). Recently,
as data availability has reached considerable high volume, velocity and variety
(Big Data), with advances in Machine Learning, strong evidences are surfacing
that the market can, in some level, be predicted (8, 10). In a review, even
Fama (5) states that the EMH must be false. Furthermore, a number of works
are using Natural Language Processing to predict share price variations based
on financial news and social networks data (9, 11).

It is a fact that news may be unpredictable, but that very early indicators
can be extracted from online social media to predict changes in various
economic and commercial indicators. For instance, Google search queries
have been shown to provide early indicators of disease infection rates and
consumer spending (14). Influenza epidemics was also predicted with search
query data (15). This may also be conceivably the case for the stock market.

Although news most certainly influence stock market prices, public
sentiment may play an equally important role. However, to analyze how
public mood influences the stock markets, we need reliable, scalable and early
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Chapter 1. Introduction 13

assessments of this data at a time-scale and resolution appropriate for practical
stock market prediction. To address that problem, we created a dataset with
the most relevant topics of Google Search, called Trending Stories, provided by
the Google Trends platform, from 08/15/2016 to 07/10/2017. We only selected
stories from the Brazil region and the Business category.

This dissertation starts from the assumption that the trending topics
in Google Search are highly correlated with stock price changes and provide
some insight into future trends, since these topics reflect important events with
regard to public’s attention. We analyze the influence of this data against B3
(Brasil Bolsa Balcão), formerly BM&FBOVESPA, stock exchange share prices.

This dissertation describes the development of an application based on
Machine Learning to predict trends in the stock market, i.e., positive, negative
or neutral price variations with minute granularity. The experiments show that
this data provide useful information to the task at hand, creating some leverage
to make profits possible with intraday trading.

1.2
Related Work

The increasing volumes of data reflecting various aspects of our everyday
activities has opened up new options for researchers. Stock market prediction
are certainly a prime target for such investigations. Several recent works are
based on the assumption that these new data sources resulting from human
interaction offer valuable perspectives on the behaviour of the market.

In 2011, at PUC-Rio, Paula Sonnenfeld (17) constructed a dataset with
news articles related to Petrobras in order to analyze the sentiment with
regard to the stock market, i.e., if the article was favorable or not for the
company, reaching a 87.14% accuracy on the task at hand. Later in 2014,
Heraldo Borges (18) followed Paula’s work with an augmented dataset, but
developed a classifier to predict high, low or neutral variations of Petrobras
stock PETR4, achieving a 68.57% accuracy.

In 2014 and 2015, Ding et al. (12, 13) extracted structured events from
Reuters and Bloomberg news articles titles in order to predict daily movements
- increase or decrease - of the S&P 500 index.

Although news may provide information about what affects stock price
movements, they mostly have a crucial lag from the actual moment of the
reported event. However, this delay is considered very small in social networks
like Twitter, which have gained much attention in recent years.

Bollen et al. (9) investigated whether public mood as measured from
large-scale collection of tweets is correlated or even predictive of Dow Jones
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Chapter 1. Introduction 14

Industrial Average (DJIA) values. Twitter messages are read by an algorithm
which distinguishes between calm, alert, sure, vital, kind and happy messages.
The main finding of this work is that some of the mood intensities can help
explain the variation in the market index.

The ability of Google Trends to reveal information about financial
markets has also been of recent interest. To uncover the relationship between
the volume of search queries for a specific term and the overall direction of
trader decisions, Preis et al. (16) analyzed the Google search query volumes
from 2004 to 2011 for a set of 98 mostly finance-related search terms, such as
debt, investment, bonds, and so on. By looking at how stock prices changed over
that same time, they attempted to find out search patterns that showed “early
warning signs” of market moves. They also tested trading strategies that would
act on these signs. The authors also show that the word debt is the one with
the best overall results, and one trading plan based on changes in searches for
this term would have yielded a return of 326 percent over the period analyzed.
By comparison, a “buy and hold” investment in the DJIA yielded 16 percent
return. This work was extended by Damien Challet in 2013 (51).

In this year, Hongping et al. (52) studied the application of Neural
Networks to predict daily directions of opening prices of the S&P 500 and
DJIA indices. They used Google Trends search volume index of the keywords
“S&P 500" and “DJIA" alongside the opening price, the highest price, the
lowest price, the closing price, and the trading volume of the current trading
day. Their results show that Google Trends can help in predicting the direction
of the stock market index with a slightly accuracy increase.

All precedent works found in the literature use the search volume index
provided by Google Trends, which is related to specific terms. This dissertation
use Trending Stories, which represent a collection of topics, aggregated by
Google itself.

1.3
Contribution and Outline

In this dissertation we develop models for predicting trends in the stock
market. In particular, we develop classification models that process Google
Trends data in addition to the numerical price time series and predict whether
the opening price of the next minute will be higher, lower or equal to the
current minute.

In Chapter 2, we describe how the world is changing due to the current
possibilities for storing and analyzing data, as well as exploring the impact
of social media. Then we present details of Machine Learning with regard to
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Chapter 1. Introduction 15

the overall process of building an intelligent application. This is followed by
a historical description of Neural Networks up to the one of the most recent
breakthrough in the field, Deep Learning.

Chapter 3 contains an explanation of the main problem tackled in this
work, which is to predict trends in the stock market. The main goal is to analyze
the influence of Google Trends trending stories of the business category and
the Brazil region with regard to the task at hand. We selected stocks from B3,
formely BM&FBOVESPA, which is Brazil’s most important stock exchange.

Chapter 4 presents the methodology used to build the classification
models. The total size of the constructed dataset is approximately 86.000
minutes or 180 days. We use the skip-gram word2vec algorithm to train a text
representation model to incorporate semantic information of trending stories.

Chapter 5 contains the experimental evaluation of the two implemented
models. As baseline, we trained a Linear Support Vector Classification model
and later analyzed its performance against a Long-Short Term Memory net-
work, which has been extensively used for time series forecasting and overall
sequence problems.

Finally, Chapter 6 presents the achievements of this dissertation and
identifies remaining challenges and potential avenues of evaluation in future
work.
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2
Background

In recent years, Artificial Intelligence (AI) has again become notoriously
important in Computer Science. It was formally named by John McCarthy
in 1956 after writing a proposal for a project about machines that reason
intelligently (19). Currently, the research area has many subfields, varying
from the general-purpose like logical reasoning to specific areas such as playing
chess or disease diagnosis. Scientists from other fields frequently move into AI,
finding tools to computationally express intellectual tasks, and automate and
improve their work (20). Besides, Artificial Intelligence adopters can apply
their methods to a huge variety of areas related to knowledge extraction and
representation. Hence, it is truly a universal field.

Much of the revival in interest in AI is due to Machine Learning, the part
of AI responsible for developing computational theories focused on data pattern
extraction in order to make predictions or decisions. Software developed for
this technology has the characteristic of making decisions based on previously
accumulated knowledge. Hence, within some context, one can take a history
of actions of objects of interest, learn from this record, and then model these
activities to improve our understanding of this context going forward in the
future. The advent of Machine Learning is a product of the collapsing costs of
information processing and the growing masses of digital data that can now
be gathered and processed online.

2.1
Big Data

In Man’s unquenchable search for wisdom and understanding, the extrac-
tion of information from the analysis of observable data has been the founda-
tion of experimental science. This data is all around us and the larger the
dataset, the more accurate any analysis is likely to be. This will help decision
makers to be better informed and confident to make the appropriate decisions
such as improving operational efficiencies or reducing costs and risk.

The world has been gradually generating more and more data in smaller
and smaller time frames. In 2011, it was estimated that 90 per cent of data in
circulation had been generated in the preceding two years (32).
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Chapter 2. Background 17

Big Data is a popular term used to describe this exponential growth and
availability of data. The term Big Data itself is not new, but is now receiving
more attention, given that we have enough cheap storage capabilities, sensors
and technology to capture almost every conceivable type of data, as illustrated
in Figure 2.1, where the y-axis represents the relative number of searches for
the term Big Data in relation to the total number of searches on Google over
the last 10 years. However, the biggest challenge to be tackled in this field is
how to explore this almost unimaginable volume of data and extract value.

Data Science is the integration of methods from statistics, computer sci-
ence, and other fields for gaining insights from data. In practice, data science
encompasses an iterative process of data harvesting, cleaning, analysis and vi-
sualization, and implementation. Analyzing and extracting actionable insight
has became the complex field within Data Science known as Data Analytics,
which is based on Machine Learning and Natural Language Processing (NLP)
techniques. For instance, IBM and New York Genome Center (NYGC) have a
partnership to assist doctors in the treatment of cancer, analyzing DNA mu-
tations in order to develop personalized treatments for each patient. IBM also
has a partnership with Repsol to use Big Data to optimize reservoir produc-
tion and enhance decision making when acquiring new oil fields. Walmart and
other big retail stores are using data captured by sensors, social networks and
other sources to better understand customer behavior and therefore meet their
clients needs more accurately.

Figure 2.1: Search Interest for Big Data

Source: Google Trends, January 1, 2004 – September 29, 2017, Indexed
Search Query Volume, Worldwide

While unstructured data refers to information that either does not have a
pre-defined data model or is not organized in a predefined manner, structured
data is that kind that can be easily organized. Unstructured data is primarily
human-generated, which reflects into the heavy role that social media plays in
the generation of unstructured data.

This new era of Big Data is therefore now also regimented by behavior
of social networks and their users, thus requiring far more complex analysis of
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Chapter 2. Background 18

those status updates, comments, photos, videos, and so on. Nowadays social
networks have become one of the most significant tools for rapid diffusion of
information. Huge amounts of data, generated daily, need to be analyzed in
real time or near real time to define influence, reach and relevancy to a user,
to understand the context of the data or simply identify the user’s sentiment
about a specific topic.

2.2
Machine Learning

Machine Learning uses data in a concise and productive way, considering
only relevant information and automatically ignoring outliers. It has the ability
to train machines to extract patterns from previous data, acting in an almost
human-like fashion in certain contexts, to be able to build self-driving cars or
to analyze tweets, for example. While this approach might not be completely
correct all of the time, the solutions are often considered good enough to solve
everyday problems. In practice, this approach requires data and, more than
often, a lot of data.

It is important to make clear the basic difference between Machine
Learning and Data Mining. The two concepts are complementary, but also
overlap. The main focus of Machine Learning is to make predictions based
on previously known data that is used to build a model or in other words
“train" the algorithm. The main focus of Data Mining is the discovery of
properties of the data that were not previously known. For this reason, Machine
Learning may use Data Mining to improve the accuracy of the model training
and assessment.

It is natural to conclude that, with the advent of Big Data, the possibil-
ities of creating such models are significantly enhanced and thus the correct-
ness of their predictions too. Clearly, with more available data, it is probable
that the predictions will be better. With the addition of real time information
sources and real time decision making continuously creating even more data,
there is a rapidly growing amount of data in our daily lives that influences
our choices and behavior. But how can this data and information be easily
understood and translated to improve the efficiency or quality of our business
processes and our lives?

2.2.1
General Concepts of Machine Learning

There are so many concepts, theories and algorithms surrounding this
field that is very difficult to mention or summarize them all (21). This section
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aims at describing, in a very abstract way, the sequence of steps that needs to
be addressed in order to create a Machine Learning-based application (22).

1. Data Selection: identifying the data that be used to achieve the desired
goal is critical. This process involves cleaning, sorting and analyzing
the suitability of the data to be used. Without the appropriate data,
it becomes difficult to make accurate predictions.

2. Feature Selection: A feature is a measurable property of a dataset,
for instance, to a computer, an image is just a bunch of pixel values.
From a Machine Learning point of view, often the pixel values are the
features, but higher level features can be extracted, such as average pixel
intensity or detecting the edges and counting how many edges exist in
the top quadrant of the image. Not only is selecting the best features of
the data important, equally crucial can be the ones less sensitive to noise
or simply those easier to extract. This is also the step where the data
sets for model training - the examples the application will learn from -
and model testing - the examples that will be used to verify the accuracy
of the model - are defined.

3. Model Selection: One should start by developing simple models and
increase their complexity, only if necessary. The model is part of a past
reality where the occurrence of what took place is known. This allows
one to perform the following phases of training and testing to see if the
proposed algorithm is able to predict the outcome with the required
quyality level.

4. Learning: The training phase is of great importance where the main
objective is to configure and tune the algorithm parameters in order to
minimize the errors.

5. Evaluation: This is the test phase where a data set, independent from
the one used for learning, is used. If the algorithm has a very large error,
it is inevitable that the model will need to be reviewed, modified and the
learning phase performed again.

6. Application: This step is where the model is applied to new data and
analyzed to see if the results are consistent or not with reality. If the
overall results are not acceptable, the algorithm will have to be better
trained, performing step 4 again.

7. Production: At this point, the model has already been successfully
validated and the time has come to put everything into production. Of
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course, even in production, the model should be continuously tuned and
evolved in concert with changes in the processes being modelled.

2.2.1.1
Neural Networks

Artificial Neural Networks are mathematical models that simulate the
operation of Biological Neural Networks. They are based on research into the
structure and functions of the human brain, and try to emulate intelligence
with regard to information processing. Some studies of neurophysiology con-
sider that the computational power and efficiency of the human brain is asso-
ciated with its large number of neurons, interconnected by a complex network
of synapses. It is estimated that the number of neurons of the human brain
is of the order of billions. However, the processing speed of these components
is relatively slow as compared with traditional computers. This lack of speed
is overcome by the huge quantity of neurons operating in parallel. Such char-
acteristics allow the human brain to execute some functions, such as sound
and image recognition, in a way that conventional computers aren’t able to
compute with similar performance (23).

2.2.1.2
Biological Neural Networks

A biological neuron is composed of the fiollowing main items: dendrites,
which are designed to receive the stimuli transmitted by other neurons;
the neuron body, also called soma, which is responsible for collecting and
combining information coming from other neurons; and finally, the axon, which
consists of a tubular fiber, is responsible for transmitting the stimuli to other
cells via synapses that connect neurons.

Figure 2.2: Biological Neuron Structure

In other words, a neuron communicates with many other neurons through
synapses with information being received by the respective dendrites and
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passed on by the axon. Dendrites receive nervous impulses from other neurons
that are carried on to the cell body or soma. The information received by each
synapse is aggregated and if this sum exceeds a certain threshold, the axon
transmits the stimulus to other neurons. The synaptic strength of the neural
connections, which reflect the level of excitation or inhibition between adjacent
neurons, enables the human brain to store knowledge and consequently learn.
Across synapses, neurons collectively provide functionality forming neural
networks (24).

2.2.1.3
Artificial Neural Networks

The first work on Artificial Neural Networks (ANNs) was carried out
by McCulloch and Pitts in 1943 (25) where they studied biological neuron
behavior in order to model it mathematically. The result of this research was
of great importance for future works regarding neuron implementations. First,
the neuron activity is all-or-nothing, i.e., the neuron will be in an active state if
its output surpass a given threshold, otherwise, it will stay in an idle state. An
active state means that the neuron is transmitting its output to others neurons
in the network. Second, the activity of any inhibitory synapse prevents the
excitement of the neuron at that moment. The second statement was important
in the building of the formal neuron based on the concept of weights, that is,
each neuron entry will have an associated value; if positive, it will tend to
excite the cell; and if it is negative, it will tend to inhibit. Neurons produce
only binary outcomes and connections transmit only zeros and ones. Their
networks are composed of weighted connections of excitatory and inhibitory
type. Each unit is characterized by certain threshold and to determine the
state of a neuron a synaptic integration is made, i.e., the weighted sum of
input states with their respective synaptic weights is calculated. If the sum is
greater than or equal to a certain threshold, initially fixed, the neuron becomes
active and the output is a pulse, otherwise it remains inactive. With enough of
these simple units (neurons) and synaptic connections properly adjusted and
operating synchronously, McCulloch and Pitts showed that a network thus
constituted could achieve, in principle, the representation of any computable
function.

The next significant development in ANNs came in 1949, when Hebb (27)
presented a explicit formulation of a philosophical learning rule for synaptic
modification. In that work, Hebb hypothesized that the connectivity of the
brain is continuously modified as the organism keeps learning in order to
perform new tasks and that neuron groups are created by such modifications.
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He demonstrated that the learning ability in biological neural networks comes
from changes in synaptic efficiency between cells, which is increased due to
repetitive activations of a neuron by another neuron. Below is the famous
Hebb postulate:

“Let us assume that the persistence or repetition of a reverberatory
activity (or “trace") tends to induce lasting cellular changes that add to its
stability. When an axon of cell A is near enough to excite a cell B and
repeatedly or persistently takes part in firing it, some growth process or
metabolic change takes place in one or both cells such that A’s efficiency,
as one of the cells firing B, is increased."

The first Neural Network model implementation was the perceptron, by
Frank Rosenblatt in 1958 (28). The perceptron is based on the McCulloch and
Pitts neuron with an input and output layer. For each entry, there exists a
related weight wherein the output value is the sum of the products of each
entry with their respective weight. Rosenblatt describes a topology for Neural
Networks and proposes an algorithm to train the network and execute certain
types of functions. The perceptron behaves as a pattern classifier, dividing the
entry space into distinct regions that represent each existing class.

Despite the impact the perceptron had on the Artificial Intelligence
community, this model was heavily criticized by Minsky and Papert (26). In
their book, the authors cite an example of the perceptron with a single layer
that cannot simulate, for instance, the behavior of a simple XOR function
(exclusive-or), since it can only solve linearly separable1 problems. However,
after the publication of this work, the period known as the dark years of the
neural networks started, as discouraging new research, a lack of funding and
deeper studies turned interest away from this field.

The deficiency of the perceptron with non-linear patterns was eliminated
by Rumelhart, Hinton and Willians (30). The solution was the generalization
of the Delta Rule, known as the Backpropagation algorithm. The perceptron
had proved its validity, enabling the implementation of the third layer required
to learn the XOR. Using a network of neurons as those used in the perceptron,
the backpropagation performs a back-propagation of the output error for
prior layers. The error is the result of the comparison between the desired
output (pre-determined) and the actual output of the network. With this back-
propagation, in conjuction with one threshold function of fractional values

1A dataset is said to be linearly separable if there exists a hyperplane in the input space
that separates data from different classes. In geometry, a hyperplane can be a vector space,
affine transformation or n-1 dimensional subspace. For example, for a tridimensional dataset,
the hyperplane is a normal 2D plane, for a bidimensional, a line and for a unidimensional,
a point.
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(leaving out the all-or-nothing), representation of non-linear functions was
made possible, allowing a multi layer perceptron (MLP) Neural Network be
trained to learn the XOR function.

2.2.1.4
Neural Network Characteristics

The operation model of a processing unit (Neuron) proposed by McCul-
loch and Pitts can be summarized as follows:

– Signals are provided as input;

– Each signal is multiplied by a number, or weight, which indicates or
reflects their influence on the output;

– The weighted sum of the signals produces a level of activity;

– If this activity level exceeds a certain threshold, the unit outputs 1,
otherwise, 0.

Figure 2.3: Artificial Neuron Structure

A perceptron takes several binary inputs, x1, x2, ..., and produces a single
binary output. The basic mathematical model can be described as follows:

output =

 0 if
∑
j wjxj ≤ threshold

1 if
∑
j wjxj > threshold

To simplify, some notational changes can be made. One can write ∑
j wjxj

as a dot product, w·x ≡ ∑
j wjxj, where w and x are vectors whose components

are the weights and inputs, respectively, and move the threshold to the other
side of the inequality, replacing it by what’s known as the perceptron’s bias,
b ≡ −threshold. Hence, the perceptron rule can be redefined as:

output =

 0 ifw · x+ b ≤ 0
1 ifw · x+ b > 0
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Perceptrons can be used to represent basic elementary logical functions
such as AND, OR, and NAND. For example, if we create a perceptron with
two inputs in the input layer, each with weight -2, and an overall bias of 3. In
a simple way, Figure 2.4 describes this perceptron.

Figure 2.4: Simple perceptron with weigths and bias

Analyzing the possible outcomes, the input 00 produces output 1, since
(−2)×0+(−2)×0+3 = 3 is positive. Similarly, inputs 01 and 10 produce output
1. But the input 11 produces output 0, since (−2)× 0 + (−2)× 0 + 3 = −1 is
negative. This lets us conclude that the perceptron above implements a NAND
gate. This example shows that we can use perceptrons to compute simple
logical functions. In fact, we can use networks of perceptrons to compute any
logical function since the NAND gate is universal for computation, that is, we
can implement any computation out of NAND gates.

The computational universality of perceptrons mean that that networks
of perceptrons can be as powerful and flexible as any other computing device.
But it is also disappointing, because it makes it seem as though perceptrons
are merely a new type of NAND gate. However, it turns out that we can use
learning algorithms which can automatically tune the weights and biases of a
network of artificial neurons without the direct intervention of a programmer.
These learning algorithms enable us to use artificial neurons in a way which is
radically different to conventional logic gates. Instead of explicitly laying out
a circuit of NAND and other gates, our neural networks can simply learn to
solve problems, sometimes problems where it would be extremely difficult to
directly design a conventional circuit.

Most Neural Network models have some form of training step, where the
weights of connections are adjusted in accordance with the provided patterns.
In other words, they learn through examples. Neural architectures are typically
organized into layers that usually are classified as shown below:

– Input layer: Where inputs are presented to the network;

– Intermediate or Hidden Layers: Where most of the processing is
done through weighted connections; Can be considered as a feature
extractor;
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– Output layer: Where the output is produced.

Figure 2.5: A Multi-layered Neural Network

In Figure 2.5, a Neural Network with four layers and two hidden layers
is presented. The term “hidden” refers to the layers between the input and
output ones. Designing input and output layers is often simple. For instance,
suppose we want a Neural Network to recognize the digit “9". A good way
to design the input layer is to encode image pixels intensities into the input
neurons. The output layer will contain just a single neuron, with output value
indicating if the image is a “9" or not. However, designing the hidden layers
has been a major interest of Neural Network research. While there aren’t a
few simple rules of thumb, one of the most crucial trade offs is related to the
number of hidden layers against the time required to train the network.

2.2.1.5
Deep Learning

A subarea of Machine Learning, known as deep learning, accounts for
much of the renewed excitement surrounding AI. The depth of an architecture
is related to the number of levels of non-linear operations in the learned
function. In a Neural Network, this corresponds to the number of layers.
Functions that can be represented by an architecture of depth k may require
an exponential number of computational elements to be represented by an
architecture of level k − 1. This means that some real world functions cannot
be represented by shallow architectures.

Deep Learning methods focus on learning features of higher levels
through the composition of lower level features and is inspired by the hu-
man brain. For decades, researchers tried, without success, to train Neural
Networks with multiple deep layers. But in 2006, Hinton discovered that the
results of a deep Neural Network could be improved when pre-trained with an
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unsupervised learning algorithm layer by layer, starting with the first one (31).
This work started the area known today as Deep Learning.

2.3
Recurrent Neural Networks

The motivation behind Recurrent Neural Networks (RNNs) is to use
sequential information. In traditional neural networks we assume that all
inputs and outputs are independent of each other. Moreover, vanilla NNs
accept a fixed-sized vector as input and produce a fixed-sized vector as output,
e.g, class probabilities, and perform this mapping using a fixed amount of steps,
e.g., the number of layers of the NN.

RNNs process sequences in the input, the output, or both, performing
the same task for every element of the input, with the output being depended
on the previous computations. A few examples are shown below in Figure 2.6.
Each rectangle is a vector and arrows represent functions. Input vectors are in
red, output vectors are in blue and green vectors hold the RNN’s state. Notice
that in every case there are no pre-specified constraints on the sequence length
because the recurrent transformation (green) is fixed and can be applied as
many times as we like.

Figure 2.6: Sequence Problems Diagrams (36). From left to right: (1) Vanilla
mode of processing without RNN, from fixed-sized input to fixed-sized output
(e.g. image classification). (2) Sequence output (e.g. image captioning takes an
image and outputs a sentence of words). (3) Sequence input (e.g. sentiment
analysis where a given sentence is classified as expressing positive or negative
sentiment). (4) Sequence input and sequence output (e.g. Machine Translation:
an RNN reads a sentence in English and then outputs a sentence in French).
(5) Synced sequence input and output (e.g. video classification where we wish
to label each frame of the video).

The vanilla RNN has a simple form. Basically, it processes a sequence
of vectors x1, ..., x2 applying the recurrence ht = fθ(ht−1, xt) and the same
parameters θ for every time step. The state vector ht can be considered as a
context of the input until that timestep, which is updated by the recurrence
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formula shown below. These equations omit the additional bias vector for
brevity.

ht = tanh

W
 xt

ht−1



Figure 2.7: Short-term depen-
dency. Figure 2.8: Long-term dependency.

In the above diagram, a chunk of neural network, A, looks at some input
xt and outputs a value ht, also passing it to the next step. Also, consider a
language model that predicts the next work based on the previous ones. For
example, in Figure 2.7, we are trying to predict the last word in the phrase “the
clouds are in the sky". The network would need only to look at three words
backwards in the sequence. RNNs can learn these short-term dependencies,
i.e., problems where the gap between the relevant information and the place
that it’s need is small.

However, for the sentence “I grew up in France. . . I speak fluent French.",
as illustrated in Figure 2.8, this gap can become very large. Long-term
dependencies should also be handled by RNNs, but in practice, they are
not able to learn them. Unfortunately, the vanilla RNN formulation leads
to undesirable dynamics during backpropagation (37, 38). In summary, the
gradients tend to either vanish or explode over long time periods, since RNNs
maintain a vector of activations for each timestep, which makes them extremely
deep.

To address that problem, the Long Short-term Memory (LSTM) network
was proposed in 1997 by Sepp Hochreiter and Jürgen Schmidhuber (34),
which was refined and improved in 2000 by Felix Gers (35). Its recurrence
formula has a form that allows the inputs xt and ht−1 interact in a more
computationally complex manner that includes multiplicative interactions, and
the LSTM recurrence uses additive interactions over time steps that more
effectively propagate gradients backwards in time (34):
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ht = o� tanh(ct)

ct = f � ct−1 + i� g

In addition to the state vector ht, LSTMs also have a memory vector
ct. They have a chain like structure just like RNNs, but instead of a single
neural network layer, there are four. Considering that the hidden state has H
units, the three vectors i, f, o ∈ RH are thought of as binary gates that control
whether each memory cell is updated, whether it is reset to zero, and whether
its local state is revealed in the hidden vector, respectively. The activations
of these gates are based on the sigmoid function and hence allowed to range
smoothly between zero and one to keep the model differentiable. The vector
g ∈ RH ranges between −1 and 1 and is used to additively modify the memory
contents.

In summary, LSTM cells internally decide what to keep in (and what
to erase from) memory. They then combine the previous state, the current
memory, and the input. It turns out that these types of units are very efficient
at capturing long-term dependencies.

2.4
Text Representation

Throughout history, many models have been explored to tackle the prob-
lem of text representation, which is a task required for many Natural Language
Processing (NLP) problems such as language modeling and classification. The
most traditional method to represent documents is known as bag-of-words
(BOW), commonly applied in conjunction with term frequency-inverse docu-
ment frequency (TF-IDF) weighting, which intends to reflect how important a
word is to a document in a collection or corpus, storing information about the
presence or absence of tokens in a fixed length vector. These models perform
well in several multi-class classification problems, but they lack awareness of
word semantics and suffer from sparsity and high dimensionality, since they
consider words as atomic symbols, i.e., words are represented as indexes in a
dictionary and hence there is no notion of similarity between them. Moreover,
word order in a document are completely ignored.

There are an estimated 13 million tokens for the English language
which obviously are not completely unrelated. To address that, Bengio et
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al. (39) introduced the first distributional neural word embedding model, which
relies on the Distributional Hypothesis (33), i.e., words that appear in the
same contexts share semantic meaning. This approach was a breakthrough
in language modeling and attracted much attention back in 2003, but was
limited due to its training complexity. Later, Mikolov et al. (41) proposed
two novel architectures to compute continuous representations of words that
is computationally efficient, allowing to learn word vectors from huge data
sets, i.e., billions of words and million of words in the vocabulary. In summary,
words are encoded in low dimensional space, commonly between R100 and R300,
based on the notion of local context, i.e., preceding and succeeding words,
where semantically similar words are embedded nearby each other.

Despite the success of Mikolov’s model, known as word2vec, dealing with
variable length pieces of text was still a problem, since many classification algo-
rithms require the input to be represented as a fixed length vector. In 2014, Le
and Mikolov (40) proposed the Paragraph Vector model, also known as para-
graph2vec, an unsupervised method for learning distributed representations for
pieces of texts, such as sentences, paragraphs, and documents, overcoming the
weaknesses of BOW models.

2.4.1
Atomic Word Representation

The atomic word representation, used in the BOW model, considers
words as one-hot vectors. Basically, given a vocabulary V , every word is a
R|V |×1 vector where its value is 1 at the index of the word and 0 at the rest.
We represent each word as if they were completely unrelated, and thus there
is no notion of similarity between them. This served as inspiration to the
development of models with reduced dimensions and encoding of relationships
between words.

2.4.2
Vector Representations of Words

Here we describe the two model architectures for computing continuous
vector representations of words from very large data sets proposed by Mikolov
et al. (41). The explanations below are based on the ones given by Rong (42).

2.4.2.1
Continuous Bag of Words

The objective of this model is to predict the target word given context
words, i.e., nearby words in a local window.
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Figure 2.9: Continuous Bag of Words model architecture. The CBOW archi-
tecture predicts the current word based on the context.

To illustrate how the vectors are computed, we will explain the simplest
version of CBOW, i.e., one-word context, which means that the model will
predicted a target word given a context, as shown in Figure 2.10. The network
layers are fully connected. The vocabulary size is V , and the hidden layer size
is N . The input is a one-hot encoded vector.

Figure 2.10: Simple CBOW model with context size of 1 word.

The weights are represented as a matrixW andW ′, both with size N×V .
Each row of W is the vector representation of a word vw in the vocabulary.
Formally, row i of W is vTw. Given a context (single word), we can assume
xk = 1 and xk′ = 0 for k′ 6= k. Thus, we have

h = W Tx = W T
(k,.) := vTwI

, (2-1)
which is esseantially copying the k-th row of W to h. vwI

is the vector
representation of the input word wI . In summary, the hidden layer is directly
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passing its weighted sum of inputs to the next layer.
From the hidden layer to the output layer, we can compute a score uj for

each word in V ,

uj = v′Twj
h, (2-2)

where v′wj
is the j-th column of W ′ matrix. Then, we wish to obtain

the posterior distribution of words, which is a multinomial distribution can be
done with softmax, a log-linear classification model,

p(wj|wI) = yj = exp(uj)∑|V |
j′=1 exp(uj′)

, (2-3)

where yj is the output of the j-th unit in the output layer. Substituting
(1) and (2) into (3), we obtain

p(wj|wI) =
exp(v′Twj

vwI
)∑|V |

j′=1 exp(v′Twj′vwI
)
, (2-4)

Note that vw and v′w are two different representations of the word w,
which came from W and W ′ respectively. Empirically, the representation vw

has showed better performance and is the one adopted in the literature. It is
also important to highlight that in practice, hierarchical softmax is preferred
to softmax for fast training.

By feeding this neural network architecture with a large dataset, it can
be trained using stochastic gradient descent where the gradient is obtained via
backpropagation. After the training converges, words with similar meaning
are mapped to a similar position in the vector space. For example, “powerful"
and “strong" are close to each other, whereas “powerful" and “Paris" are more
distant. The difference between word vectors also carry meaning. For example,
the word vectors can be used to answer analogy questions using simple vector
algebra: “king” − “man” + “woman” = “Queen” (43). It is also possible to
learn a linear matrix to translate words and phrases between languages (44).

Analogously, this simple approach can be extended for bigger contexts.
Figure 2.11 shows the CBOW model with a multi-word context setting. When
computing the hidden layer output, instead of directly copying the input vector
of the input context word, the CBOW model takes the average of the vectors
of the input context words, and use the product of the W weight matrix and
the average vector as the output. C are the number of words in the context.
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Figure 2.11: CBOW model for context size of C words.

2.4.2.2
Skip-gram

In this model, the objective is to predict context words given a target
word.

We will not dive into the mathematics of this model, since we consider
that a good intuition was given in the CBOW section and understanding
it will surely made things easier regarding other neural word embedding
models. Hence, only a superficial analysis of the main idea behind the model is
presented. Figure 2.13 shows the skip-gram model in details. It is the opposite
of the CBOW model. The target word is now at the input layer, and the
context words are on the output layer.
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Figure 2.12: Skip-gram model architecture. The training objective is to learn
word vector representations that are good at predicting the nearby words.

Figure 2.13: Skip-gram model architecture.
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3
Trend Prediction

This chapter describes and analyzes the problem of predicting trends in
the Brazilian stock market. Generally, a trend can be defined as “a general
direction in which something is developing or changing". In other words, we
tackle the challenge of predicting price variations with minute granularity, i.e.,
for the given minute, the classifier should be able to output if the price in the
next minute will have a negative, positive or neutral variation.

3.1
B3

The B3 (Brasil Bolsa Balcão S.A.), formely BM&FBOVESPA, is Brazil’s
most important stock exchange, located in São Paulo. B3 was born from the
merge of BM&FBOVESPA with CETIP at March 30, 2017. The company is
now the fifth larger stock exchange in the world, with a market capitalization of
13 billion dollars. The benchmark indicator of BM&FBOVESPA is the Índice
Bovespa, which comprises the most representative companies in the market,
both by market capitalization and traded volume.

B3 provides daily, tick by tick market data of its stocks via ftp1, which
includes both orders and negotiations data. Basically, in a stock exchange, a
negotiation is completed when a buy order is matched against a sell order. An
order is an instruction to trade at the specified price or better and will stand
as an offer to trade until someone is willing to trade at its limit price, until it
expires or is cancelled. Below we present the layout of the negotiation data.

1ftp://ftp.bmf.com.br/MarketData
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Column Description
Session Date Negotiation date

Instrument Symbol Instrument identifier, .e.g, PETR4
Trade Number Trade identifier
Trade Price Trade price

Traded Quantity Traded quantity

Trade Time Trade time (format
HH:MM:SS.NNNNNN)

Trade Indicator Trade indicador: 1 - Trade / 2 - Trade
cancelled

Buy Order Date Buy order date
Sequential Buy Order Number Sequential buy order number

Secondary Order ID - Buy Order Secondary Order ID - Buy Order.

Aggressor Buy Order Indicator 0 - Neutral (Order was not executed) /
1 - Aggressor / 2 - Passive

Sell Order Date Sell order date
Sequential Sell Order Number Sequential sell order number

Secondary Order ID - Sell Order Secondary Order ID - Sell Order.

Aggressor Sell Order Indicator 0 - Neutral (Order was not executed) /
1 - Aggressor / 2 - Passive

Cross Trade Indicator
Define if the cross trade was inten-
tional: 1 - Intentional / 0 - Not Inten-
tional

Buy Member Entering Firm (Buy Side) - Available
from March/2014

Sell Member Entering Firm (Sell Side) - Available
from March/2014

Table 3.1: Tick data layout.

Among this data, the columns of interest for this work is the session
date and the trade time, the instrument symbol, which is an identifier of a
company’s stock, the trade price, traded quantity and trade indicator.

3.2
Google Trends

Google Trends is a public web platform based on Google Search. Its main
functionality, called “Interest over time", shows relative significance of one or
more search-terms. Basically, it is a time series chart where numbers represent
search interest relative to the highest point for the given region and time. A
value of 100 is the peak popularity for the term. A value of 50 means that
the term is half as popular. Likewise a score of 0 means the term was less
than 1% as popular as the peak. For illustration purposes, we present below
the interest over time for the topics “Machine learning", “Deep learning" and
“Natural language processing", all categories worldwide for the past 12 months.
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Figure 3.1: Interest Over Time for the Topics Machine learning, Deep learning
and Natural language processing.

On the Google Trends homepage you can explore Trending Stories
in real time by category and location. A trending story is a collection of
Knowledge Graph topics, search interest, trending YouTube videos or Google
News articles.

The Google Knowledge Graph is a system that Google launched in May
2012 that aims to understand facts about real-world things and places and how
these entities are all connected. It is used both behind-the-scenes to help Google
improve its search relevancy and also to present Knowledge Graph boxes, at
times, within its search results to provide direct answers. It was estimated
that by May 2016, knowledge boxes were appearing for roughly one-third of
the estimated 100 billion monthly searches the company processed.

Trending Stories rely on technology from the Knowledge Graph across
Google Search, Google News, and YouTube to detect when topics are trending
on these three platforms. The algorithm for trending stories groups topics
together and ranks stories based on the relative spike in volume and the
absolute volume of searches. Figure 3.2 shows a screenshot of the top 8 trending
stories at 7PM of 01/16/2018. It can be noticed that the top story is the one
with the most recent spike in search volume, shown in the small blue time
series charts on the right.
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Figure 3.2: Trending Stories of the business category and Brazil location.

A story contains data like the most relevant articles, interest over time,
interest by region, trending queries and related topics. The former two are
shown below in Figure 3.3.

Figure 3.3: Trending Story’s most relevant articles and interest over time.

In the “Interest Over Time" chart, the bar chart represents the number
of Google News articles written per hour and corresponds to the grey axis on
the right. The line graph represents the Google Search interest over time and
corresponds to the blue axis on the left. The most relevant articles comes from
Google News’ full coverage of stories, using its ranking algorithm to select the
top articles for that trending story.

For this work, we collected the list trending stories of the business
category and the Brazil region, more specifically the trending entities and its
most related articles titles.
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3.3
Time Series Forecasting

Time series forecasting is a classic problem in many domains, with wide-
ranging and high-impact applications. The central problem of forecasting is
that of predicting the value Y (T + 1) given past observations Y (1), ..., Y (T ).
However, there are many ways to reframe a forecast problem, which can both
simplify the prediction problem and potentially expose relevant data that was
not modeled. In addition, reframing may provide a suite of highly related
problems, tackled with diverse perspectives. This process can result in models
that capture different information from the input but maintain a satisfactory
performance. Hence, the models can be combined into an ensemble to make
more robust forecasts.

In this work, we will consider the time series forecast problem as a
classification problem, since we consider that a real-valued output is not
necessary to identify a trend. In summary, we tackle the problem to predict,
using trending stories past observations additional data, whether the value
Y (T + 1) will be higher, lower or equal to Y (T ).
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4
Methodology

In this chapter we present the methodology used to build the stock
trend predictor, i.e., the constructed dataset, text representation models and
classification algorithms.

4.1
Dataset

The dataset used in this work basically consists of stock prices and
trending stories, collected from B3 ftp and Google Trends website respectively.

The trends dataset contains the list of trending stories and its most
relevant articles for every minute between 5AM and 9PM, collected from
08/15/2016 to 07/10/2017. The data was crawled directly from Google Trends
through one of its API endpoint1 with the same parameters used by the website
frontend.

The stock quotes dataset provided by B3 contains data for every nego-
tiation as described in Table 3.1. This data was then aggregated by minute
to match trending stories granularity, i.e., we computed the average, close,
high and low prices, number of ticks, traded quantity and volume. We selected
stocks based on market capitalization, which is calculated from the share price
(as recorded on selected day) multiplied by the number of outstanding share.
The top 5 companies in April 2017 are listed below in Table 4.12.

Company Instrument Symbol MarketValue
Ambev ABEV3 R$ 276.6 billions
Itaú ITSA4 R$ 231.4 billions

Petrobras PETR3, PETR4 R$ 195.7 billions
Bradesco BBDC3, BBDC4 R$ 176.5 billions

Vale VALE3, VALE4 R$ 144.9 billions

Table 4.1: Top 5 B3 Companies in April 2017

We selected the top 3 companies to conduct further experiments. The
total size of the dataset is approximately 86.000 minutes or 180 days.

1https://www.google.com/trends/api/stories/latest
2http://www.gazetadopovo.com.br/economia/nova-economia/conheca-as-20-maiores-

empresas-de-capital-aberto-do-brasil-axgiib32w169d97e0uce56a7n
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4.2
Text Representation

To incorporate semantic information of trending stories entities and its
related articles, we put the good old bag of words aside and choose a word2vec
approach, since it can learn good quality continuous vector representations of
words on a large amount of data. Hence, we used all Wikipedia and Wikinews
articles written in portuguese to generate word embeddings. Wikipedia is
a global, free and multilingual internet encyclopedia, on the other hand,
Wikinews is a free-content news source wiki. Dumps from both of these sites
are provided by the Wikimedia Foundation3.

To train the word2vec model, we used the implementations provided by
gensim (46). Gensim is an open-source vector space modeling and topic mod-
eling toolkit written in Python. The chosen model was the skip-gram, which is
the task of predicting the context for a given word, i.e., the words before and
after the target within a window. The choices of hyperparameters were based
on the original paper, since the authors showed its good performance in the
semantic analogy task. We used negative sampling to train the model and a
context window of size 5.

In Figure 4.1, we show the embedding of the word petrobras and its 100
nearest neighbours. We can note that relevant information is represented by
the model. For instance, the words petrolifera and petroleo, which describes the
nature of the current entity, are very close to the target word. Also, it is related
to the words fraudar and propina, probably because of the recent corruption
scandal involving the company.

3https://dumps.wikimedia.org/ptwiki/
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Figure 4.1: Petrobrás nearest neighbors.

4.3
Classifier Construction

We tackle the problem of time series forecasting as a classification
problem of predicting if the value in the timestep ti+1 is higher, lower or equal
with regard to the timestep t. The dataset can be seen as a collection of time
series with minute granularity, each representing a day.

4.3.1
Preprocessing

The target variable of the problem at hand is the open price for each
minute, from which we derive the label for each entry of the dataset, i.e.,
the label 0 represents a negative variation in the next minute, 1 a positive
variation and 2 no variation. The smaller variation observed is of 1 cent of
Brazilian Reais (BRL).
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For example, some basic statistics of the PETR4 dataset is shown in
Figure 4.2. In the left, we show the target variable time series and the dotted
line is the point where the dataset is splitted into train and test sets. The train
set corresponds to 90% of the dataset - 162 days or 77.142 minutes - and the
test set 10% - 18 days or 8.512 minutes. In the right, we show that the class
distribution is quite balanced in both train and test set. It can be noticed that
the label neutral the dominant class by a small margin, which should not be
a problem for a learning algorithm.

Figure 4.2: PETR4 stock target variable train test split and class distribution.

The dataset is composed of a total of 10 features, of which 8 are numeric
and 2 text. The numeric features were normalized with zero mean and unit
variance, also called standardization. For the text features, we computed
the average of each word embedding, resulting in a 100 size continuous
vector for entities and articles. For the trending stories entities, we computed
the embedding by summing the target word with its context words. This
approach adds first-order similarity terms and has been proven to be a better
representation of a word than the single word embedding. Also, for each
timestep, the features represent a window of 15 minutes.

4.3.2
Learning

The chosen machine learning algorithms to learn the task of predicting if
the price in the next minute will have a positive, negative or neutral variation
were Support Vector Machines (SVM) and Long Short Term Memory (LSTM)
Networks.
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5
Experimental Evaluation

In this chapter we present the results of the proposed models and how the
introduced features - trending stories entities and most related articles titles -
perform in comparison with the prediction using only the time series data.

The experiments were evaluated on the top 3 B3 stocks. Below, in
Figures 5.1, 5.2 and 5.3, we show the class distribution for PETR4, ABEV3
and ITSA4 datasets. It can be noticed that the label neutral is predominant
in all datasets, but quite unbalanced on ITSA4. The impact of an unbalanced
class distribution is significant and can make the problem too difficult to learn,
concentrating the predictions around the predominant class. We used the same
machine to train all models, which was a Intel(R) Core(TM) i7-5960X CPU @
3.00GHz, 64GB RAM and a Nvidia Tesla K40c GPU.

Figure 5.1: PETR4 class distribution. Figure 5.2: ABEV3 class distribution.

Figure 5.3: ITSA4 class distribution
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5.1
SVM

The baseline chosen for the current prediction task was a Linear Support
Vector Classification. This algorithm is implemented in the Scikit-learn li-
brary (48). Scikit-learn is largely written in Python, with some core algorithms
written in Cython, which is a Python to C compiler, to achieve performance.
Support vector machines are implemented by a Cython wrapper around LIB-
SVM (49); logistic regression and linear support vector machines by a similar
wrapper around LIBLINEAR (50). Below, in Table 5.1, we show the achieved
accuracy in both train and test sets. The best results are highlighted with bold
face.

Symbol Features Train Accuracy Test Accuracy

PETR4
Numeric 69.27% 65.16%

Numeric and Trends 69.53% 66.42%

ABEV3
Numeric 64.32% 63.65%

Numeric and Trends 65.33% 65%

ITSA4
Numeric 67.02% 65.36%

Numeric and Trends 68.37% 66.78%

Table 5.1: SVM results

The training times were approximately 3 minutes for the numeric fea-
tures model and 4 minutes for the numeric and trends features model. The
results shown are the mean of 3 experiment executions. Despite the small im-
provements in accuracy, the trends features resulted in better results for all
experiments, proving that it contains valuable information. However, it was a
surprise how well we were able to predict trends with only the time series data.

5.2
LSTM

In the last few years, there have been incredible success applying LSTMs
to a variety of problems: speech recognition, language modeling, translation,
image captioning, time series forecasting and so on. LSTM models are powerful
enough to learn the most important past behaviors and understand whether or
not those past behaviors are important features in making future predictions.
Hence, after we set a baseline for the problem using SVM, we trained a LSTM
network using Keras (45), which is a high-level neural networks API, written in
Python and capable of running on top of TensorFlow, CNTK, or Theano. We
used TensorFlow (47) as the backend, since it is the most established software
library for numerical computation using data flow graphs. As matter of fact,
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in 2017, Google’s TensorFlow team decided to support Keras in TensorFlow’s
core library.

Symbol Features Train Accuracy Test Accuracy

PETR4 Numeric 71.30% 67.46%
Numeric and Trends 71.66% 69.24%

ABEV3 Numeric 67.89% 66.57%
Numeric and Trends 68.09% 67.42%

ITSA4 Numeric 69% 69.36%
Numeric and Trends 69.07% 69.66%

Table 5.2: LSTM results.

The experiments were executed in approximately 8h or 500 epochs.
We can notice that the baseline result was improved by a considerable
margin, which may be attributed to LSTM capability of learning long-term
dependencies. The architecture was a single layer of LSTM cells of size 32,
then a dense layer (output layer) with softmax activations is used to get the
output probabilities. We trained the network using batches of 4 sequences.

To extend this analysis, Figure 5.2 shows precision and recall for each
class in both models trained on PETR4 data.

Symbol Features Metric Class Train Set Test Set

PETR4

Numeric

Precision
negative 78% 66%
positive 78% 68%
neutral 61% 68%

Recall
negative 75% 75%
positive 73% 70%
neutral 66% 61%

Trends

Precision
negative 78% 80%
positive 77% 78%
neutral 62% 63%

Recall
negative 76% 59%
positive 74% 55%
neutral 65% 84%

Table 5.3: LSTM evaluation metrics.

The results highlighted with bold face reflects the best metric found for a
specific class in the test set evaluation. It can be noticed that with the trends
features, the recall drops significantly for the classes negative and positive,
which is compensated by a increase in precision. A higher precision in those
classes means that we can make better decisions when the classifier outputs
that the price will go up or down in the next minute. However, it makes more
mistakes predicting neutral variations. Below we present the confusion matrix
for the models.
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Figure 5.4: PETR4 Numeric features
model train set confusion matrix.

Figure 5.5: PETR4 Numeric features
model test set confusion matrix.

Figure 5.6: PETR4 Trends features
model train set confusion matrix.

Figure 5.7: PETR4 Trends features
model test set confusion matrix.

The results presented in Table 5.2 are reflected in the confusion matrices
presented above. Comparing Figure 5.5 and Figure 5.7, we can note that the
trends features model makes half the mistakes with regard to classes negative
and positive, which means that is less likely that the classifier will predict class
negative instead of positive and vice-versa. Also, the errors predicting class
negative or positive when the correct class was neutral drops significantly with
the trends model. However, the total number of correct predictions of class
negative and positive were considerably reduced.
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We analyzed in a similar way the results for the ABEV3 and ITSA4
stocks. However, the performance gain was not significant in order to draw
conclusions about the relevance of the trends features. We suggest that only
some stocks may be sensible to trending stories.

In summary, our results are consistent with the suggestion that during the
period we investigate, Google Trends data may have provided some insight into
future trends of the stock market. We observe a slightly increase in accuracy
of our trend predictor model and the presented results suggest that these
predictions can be exploited in the construction of profitable trading strategies.
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6
Conclusions

In this final chapter, we conclude by describing the progress made towards
the task of predicting trends in the stock market. Also, we suggest some
future research directions that could provide the next steps along the path
to a practical and widely applicable stock market predictor.

The initial objective of this work is that it might be viewed as a “first
step" towards a trading algorithm for B3 stocks. With a reliable prediction for
price fluctuations, we can get some edge in the market, although developing
trading strategies based on the result of this work is as challenging as the
prediction itself.

In summary, our results are consistent with the suggestion that during
the period we investigate, Google Trends data did not only reflect aspects of
the current state of the economy, but may have also provided some insight
into future trends of the stock market. Using historic data from the period
between August 2016 and July 2017, we observe a slightly increase in accuracy
of our trend predictor model. Our results suggest that these predictions can
be exploited in the construction of profitable trading strategies.

The quality of the proposed methodology has been thoroughly tested on
a reasonable amount of time and it has been shown that the results that we
have obtained are satisfactory, thus proving the validity of the idea of exploiting
trending stories as a fundamental variable.

Even though we tried our best to provide a complete analysis of the stock
prediction methodology based on Google Trends, it will be of sure interest to
delve into many aspects of the methodology. The first thing will be to apply
the same methodology to different sectors such as currency exchange. Another
aspect that may deserve attention could be that of considering the ranking
of trending stories. Moreover, the impact of extending the time lag of the
prediction could be explored, in such a way to infer something on the possible
long lasting effect of the trending topic.

We strongly believe that the idea of exploiting the trending stories of
Google Trends for the prediction of price fluctuations of financial instruments
is of sure practical interest even though it requires remarkable efforts. We
conclude that these results further illustrate the exciting possibilities offered by
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new big data sets to advance our understanding of complex collective behavior
in our society.

This work has opened lots of branches for future research. The trend-
ing stories were labeled with the business category by Google, but a more
fine-grained classification can help cleaning and result in selecting only trend-
ing stories that relate specifically to economy. Also, trending stories remain
through many minutes in the rank list, which means that we can maybe dis-
card some of them after we detected that the its search volume has stabilized
after trending. This could be achieved by collecting the "Interest Over Time"
data of stories.

The prediction were based on a sliding window of 15 minutes and a time
lag of 1 minute. These variables can and must be extensively tested to find the
most suitable lengths. Maybe a more coarse-grained prediction of 2 minutes
or 5 minutes lag can give better results. Ideally, we should compute this lag
by looking at how much the trending stories change over time, i.e., shifting of
ranks and/or appearance of new stories.

The experiments were focused on proving the value of the trending
stories data and consider model architecture exploration and hyperparameters
optimization out of scope, which may provide crucial improvements in the final
trend prediction model accuracy.

Finally, for each stock we need to train its own predictor if we want
to trade the majority of B3 stocks. This would be too expensive to train in
terms of time and computer processing. However, an approach to create one
single and generic classifier can be explored to make the task of developing
trade strategies using the type of predictor presented in this dissertation more
viable.
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